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Abstract

These are the notes for a (half-semester) spring 2024 course in functional analysis at the
University of Turin (Università di Torino), emphasizing a “structural” viewpoint informed by
real-valued logic.
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Chapter 0

Background

In Section 2 below, we introduce the notion of real-valued structure. Roughly speaking, a real-
valued structure consists of one or more sets (called “sorts”) and real functions (at least one!) on
such sorts —possibly in addition to operations and maps between sorts. Ultimately, elements 𝑥, 𝑦
of some sort 𝑋 are structurally distinguishable only when some real function 𝑓 on 𝑋 has different
values 𝑓 (𝑥) ≠ 𝑓 (𝑦) on the arguments 𝑥, 𝑦.

Real-valued structures are compatible a priori with the topology on ℝ. More precisely, each
sort 𝑋 is endowed with the (initial) topology making all “structural” real-valued functions 𝑓 on 𝑋
continuous; thus, each sort is a completely regular topological space.

0.1 Lattices of real functions
Throughout this section, 𝑋 is an arbitrary nonempty set. Let ℝ𝑋 be the set of all functions 𝑓 ∶
𝑋 → ℝ. Using “pointwise” operations on such functions, ℝ𝑋 is a real vector space in the usual
manner. We expand ℝ𝑋 to a unital vector lattice by the following additional operations:

• the constant function (“unity”) 𝟙 ∶ 𝑥↦ 1 (a “nullary” operation);
• the (binary) lattice operations:

– pointwise maximum (“join”): (𝑓, 𝑔) ↦ 𝑓 ∨ 𝑔 ∶ 𝑥↦ max{𝑓 (𝑥), 𝑔(𝑥)},
– pointwise minimum (“meet”): (𝑓, 𝑔) ↦ 𝑓 ∧ 𝑔 ∶ 𝑥↦ min{𝑓 (𝑥), 𝑔(𝑥)}.

For the rest of the section, ℝ𝑋 is regarded as a unital vector lattice. We further endow ℝ𝑋 with the
operation of evaluation

ev ∶ ℝ𝑋 ×𝑋 → ℝ
(𝑓, 𝑥) ↦ 𝑓 (𝑥).

Once ℝ𝑋 is so endowed, one may “forget” that its elements 𝑓 are “functions”, instead capturing the
functional meaning of 𝑓 —in a structural manner— as ev(𝑓, ⋅); thus, the lattice of all real functions
on 𝑋 is the structure ⟨ℝ𝑋 , 𝟙,+, ⋅, ev⟩

A (real-)function lattice on 𝑋 is a vector sublattice 𝟙 ∈  ⊆ ℝ𝑋 , i.e., a vector subspace closed
under lattice operations (and containing 𝟙), and further endowed with the evaluation operation ev ∶
 ×𝑋 → ℝ ∶ (𝑓, 𝑥) ↦ 𝑓 (𝑥). It is therefore a structure of the form ⟨ , 𝟙,+, ⋅, ev⟩.
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Any subset  ⊆ ℝ𝑋 generates a function lattice ̃ ⊇  which, at a minimum, contains all
constant functions 𝑟𝟙 (𝑟 ∈ ℝ).

The supremum norm (or ‖⋅‖∞-norm) of 𝑓 ∈ ℝ𝑋 is
‖𝑓‖∞ ∶= sup

𝑥∈𝑋
|𝑓 (𝑥)| ∈ [0,∞].

Any function 𝑓 ∈ ℝ𝑋 such that ‖𝑓‖∞ < ∞ is called bounded (these are precisely the functions 𝑓
for which there exists 𝐶 ≥ 0 such that |𝑓 (𝑥)| ≤ 𝐶 for all 𝑥 ∈ 𝑋). Let

(𝑋) ∶= {𝑓 ∈ ℝ𝑋 ∶ ‖𝑓‖∞ <∞}

be the set of bounded functions of ℝ𝑋 . Clearly, (𝑋) is a unital sublattice of ℝ𝑋 .

Initial topology by real functions
Given an arbitrary set 𝑋 and any subset  ⊆ ℝ𝑋 , one obtains a natural topology  on 𝑋, called
the initial topology by  .  is the topology whose subbasic opens have the form 𝑓−1(𝐺) where
𝐺 ⊆ ℝ is open. (It suffices to take open intervals 𝐺 = (𝑟, 𝑠) —with, say, rational endpoints 𝑟 < 𝑠
even.)

0.2 Kolmogorov and Hausdorff spaces
Throughout these notes, a topological space is a pair 𝑋 = ⟨𝑋,  ⟩ where 𝑋 is the “underlying set”
of 𝑋, and  ⊆ (𝑋) is the “topology” of open sets of 𝑋. The topology  shall always obey the
usual definition:  is closed under arbitrary unions and finite intersections, and contains both the
empty and improper subsets ∅, 𝑋.

The notions of base of  , sub-base of  , and topology generated by a collection  ⊆ (𝑋)
are the standard ones. The interior, closure and complement of 𝑆 ⊆ 𝑋 are denoted 𝑆𝑜, 𝑆 and 𝑆∁,
respectively.

Topological indistinguishability Recall that points 𝑥, 𝑦 ∈ 𝑋 are topologically indistinguishable
if the property:

for all 𝐴 ∈  : 𝑥 ∈ 𝐴⇔ 𝑦 ∈ 𝐴

holds. The property “𝑥 is topologically indistinguishable from 𝑦” is clearly an equivalence relation
that will be denoted “𝑥 ≖ 𝑦”.

𝑇0 spaces A space𝑋 is said to be Kolmogorov, or to satisfy the 𝑇0 separation axiom, if it satisfies:
(≖⇒=) If 𝑥 ≖ 𝑦, then 𝑥 = 𝑦.

In other words, 𝑇0 means that distinct points 𝑥 ≠ 𝑦 are topologically distinguishable (exactly one
of them belongs to some open 𝐴).
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Every space 𝑋 has a canonical topological quotient 𝑋≖ = ⟨𝑋≖, ≖⟩ that is Kolmogorov, where
𝑋≖ ∶= 𝑋∕≖ is the quotient of𝑋 by ≖, and ≖ is the naturally induced topology on𝑋≖. (≖ consists
of the open sets  ⊆ 𝑋≖ such that 𝜋−1() ∈  , where 𝜋 ∶ 𝑋 → 𝑋≖ is the quotient map.)

Any Kolmogorov quotient 𝑋≖ is evidently reduced. If 𝑋 is itself Kolmogorov, then it is home-
omorphic to its quotient 𝑋≖; for this reason, we will also call 𝑇0 spaces (topologically) reduced.
1 Remarks. The 𝑇0 separation axiom is non-structural from a “purely topological” viewpoint of
the space 𝑋 = ⟨𝑋,  ⟩. To be more precise, a structural view of the topological space 𝑋 relies on
interpreting the membership relation “𝑥 ∈ 𝐴” between points 𝑥 ∈ 𝑋 and sets 𝐴 ∈  ; thus, sensu
stricti, we regard 𝑋 as a triple ⟨𝑋,  , 𝙴⟩ where 𝙴 = {(𝑥,𝐴) ∶ 𝑥 ∈ 𝐴} is the binary relation of
membership between points of 𝑋 and opens in  .

From this perspective, the relation “𝑥 ≖ 𝑦” of topological indistinguishability is “intrinsically
definable” in ⟨𝑋,  , 𝙴⟩, namely as the property “(∀𝐴)(𝑥𝙴𝐴 ↔ 𝑦𝙴𝐴)” (with quantification over
opens 𝐴), whereas the relation “𝑥 = 𝑦” of set-theoretic equality between points is not, because
it means “(∀𝛼)(𝛼 ∈ 𝑥 ↔ 𝛼 ∈ 𝑦)” with the quantification over all sets 𝛼 in some model of, say,
Zermelo-Fraenkel set theory wherein membership “∈” is interpreted. Of course, we could regard
topological spaces as quadruples 𝑋 = ⟨𝑋,  , 𝙴, 𝙸⟩ further endowed with the binary relation 𝙸 =
{(𝑥, 𝑥) ∈ 𝑋×𝑋} of equality; however, this approach introduces properties of𝑋 that are not “purely
topological” in the strictest sense.

On the other hand, the relation of indistinguishability of opens 𝐴,𝐵 ∈  (i.e., (∀𝑥)(𝑥 ∈ 𝐴 ↔
𝑥 ∈ 𝐵)) does coincide with set theoretic equality, at least if one identifies an element 𝐴 ∈  with
the set {𝑥 ∈ 𝑋 ∶ 𝑥𝙴𝐴}.

𝑇2 (Hausdorff) spaces A space 𝑋 is said to be Hausdorff, or to satisfy the 𝑇2 separation axiom,
if distinct points 𝑥 ≠ 𝑦 have open neighborhoods 𝐴 ∋ 𝑥, 𝐵 ∋ 𝑦 that are disjoint: 𝐴 ∩ 𝐵 = ∅.

By the philosophy stated in Remark 1 above, it is structurally more natural to consider topologi-
cal spaces that are Hausdorff modulo indistinguishability (“modulo ≖”). Explicitly,𝑋 is Hausdorff
modulo ≖ if whenever 𝑥 ̸≖ 𝑦 then 𝑥, 𝑦 have disjoint open neighborhoods.
2 Remark. The distinction between the indistinguishability “𝑥 ≖ 𝑦” and set-theoretical equality
“𝑥 = 𝑦” relations is both nonstructural and unimportant for our purposes. For all structural pur-
poses, using the indistinguishability relation ≖ as a structural substitute for ordinary set-theoretic
equality = is appropriate. In practice, it is often convenient to work in reduced topological spaces
(also, in reduced pseudometric and, more generally, in reduced real-valued structures that will be
introduced in subsequent sections) where structural indistinguishability agrees with equality. We
will deal only with properties (e.g., Hausdorff) that are meaningful modulo indistinguishability,
which will always be the “finest” (most restrictive) structural relation in use and, for all intents and
purposes, a suitable substitute (in our context) for set-theoretic equality.

0.3 Compact and compact Hausdorff spaces

Compactness by open coverings
An open cover of a topological space 𝑋 is an arbitrary collection (𝐺𝑖)𝑖∈𝐼 of open subsets 𝐺𝑖 ⊆ 𝑋
such that ∪𝑖∈𝐼𝐺𝑖 = 𝑋. Such cover is finite if the index set 𝐼 is finite (i.e., (𝐺𝑖) is a cover by finitely
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many opens of 𝑋). A subcover of (𝐺𝑖)𝑖∈𝐼 is any subcollection (𝑔𝑗)𝑗∈𝐽 for some index collection
𝐽 ⊆ 𝐼 .

𝑋 is compact if every open cover (𝐺𝑖)𝑖∈𝐼 has a finite subcover (𝐺𝑗)𝑗∈𝐽 .

Compactness by the finite-intersection property
Let𝑋 be any set. A FIP (“finite-intersection property”) family (𝐹𝑖)𝑖∈𝐼 of subsets of𝑋 is one whose
every finite subfamily (𝐹𝑖𝑗 )𝑗<𝑛 has nonempty intersection ⋂

𝑗<𝑛 𝐹𝑖𝑗 ≠ ∅.
3 Proposition. A topological space 𝑋 = ⟨𝑋,  ⟩ is compact if and only if every FIP family (𝐹𝑖)𝑖∈𝐼
of closed subsets of 𝑋 has nonempty intersection

⋂

𝑖∈𝐼 𝐹𝑖 ≠ ∅.

Compactness in metric spaces
Let 𝑋 = ⟨𝑋, d⟩ be a metric space (therefore, a Hausdorff topological space). The open (resp.,
closed) ball of radius 𝑟 > 0 with center 𝑥 ∈ 𝑋 is denoted 𝐵𝑥(𝑟) (resp., 𝐵𝑥[𝑟]). A subset 𝑆 ⊆ 𝑋 is
𝜀-dense if (𝐵𝑥(𝜀) ∶ 𝑥 ∈ 𝑆) covers 𝑋. 𝑋 is totally bounded if, for every 𝜀 > 0, some finite subset
𝑆 ⊆ 𝑋 is 𝜀-dense in 𝑋.
4 Proposition. A metric space 𝑋 is compact if and only if it is totally bounded.

5 Proposition. A metric space𝑋 is compact if and only if every sequence in𝑋 has an accumulation
point.

In particular, every compact metric space is complete (every Cauchy sequence in𝑋 converges).
(Every sequence in a compact topological space has an accumulation point, but a space in which

every sequence has an accumulation point —i.e., a “countably compact space”— need not be com-
pact.)

0.4 Filters and ultrafilters
Let 𝑋 ≠ ∅ be any nonempty set. A filter 𝔉 on 𝑋 is a collection of subsets 𝑆 ⊆ 𝑋 (called 𝔉-large
sets) such that:

• 𝑋 ∈ 𝔉 (i.e., 𝑋 is 𝔉-large);
• ∅ ∉ 𝔉 (i.e., ∅ is not 𝔉-large —hence, is “𝔉-small”);
• If 𝑆, 𝑇 ∈ 𝔉, then 𝑆 ∩ 𝑇 ∈ 𝔉 (the intersection of two 𝔉-large sets is large);
• If 𝑆 ∈ 𝔉 and 𝑆 ⊆ 𝑇 ⊆ 𝑋, then 𝑇 ∈ 𝔉 (a superset of an 𝔉-large set is itself 𝔉-large).
An ultrafilter 𝔘 on𝑋 is a filter that has no proper extensions to a larger filter on𝑋; equivalently,

𝔘 is a filter with the maximality property:
• for all 𝑆 ⊆ 𝑋, either 𝑆 ∈ 𝔘, or 𝑋 ⧵ 𝑆 =∶ 𝑆∁ ∈ 𝔘.
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(For no 𝑆 ⊆ 𝑋 can any filter 𝔉 contain both 𝑆 and 𝑆∁ since 𝔉 is closed under intersections, but
𝑆 ∩ 𝑆∁ = ∅ ∉ 𝔉.)

For any 𝑥 ∈ 𝑋, the principal filter 𝔓𝑥 consists of all sets 𝑥 ∈ 𝑆 ⊆ 𝑋.
Exercise 1

1. Every principal filter is an ultrafilter.
2. If 𝑋 is a finite set, then every ultrafilter on 𝑋 is principal.

The collection of ultrafilters on 𝑋 is denoted 𝛽𝑋; when endowed with a suitable topology, 𝛽𝑋
is the Stone-Čech compactification of the (discrete) topological space 𝑋. (Stone-Čech compactifi-
cations are discussed in Section 0.9 below.) If 𝑋 is infinite, the ultrafilter space 𝛽𝑋 is very large
(it has cardinality 22|𝑋|) wherein principal ultrafilters are scant. However, nonprincipal ultrafilters
cannot be “constructed”, their existence only shown as a consequence of, e.g., Zorn’s Lemma.

Topological convergence of filters
Let 𝑋 = ⟨𝑋,  ⟩ be a topological space. A filter (or ultrafilter) on 𝑋 is, by definition, a filter or
ultrafilter on the underlying pointset 𝑋.

We say that 𝑥 ∈ 𝑋 is a limit point of a filter 𝔉 if every open neighborhood𝐺 ∋ 𝑥 is 𝔉-large, and
denoted “ → 𝑥”. We may also say that “ tends to 𝑥”; however, for fixed  , the relation  → 𝑥
may hold for many, a single, or no elements 𝑥 ∈ 𝑋. In particular, the set {𝑥 ∈ 𝑋 ∶  → 𝑥} ⊆ 𝑋
is completely determined by the collection  ∩  of opens of  , i.e., by the “sub-filter of opens
of ” so to speak.
6 Proposition. A topological space𝑋 is compact if and only if every ultrafilter  on𝑋 has a limit.

Exercise 2
Let 𝑋 be Hausdorff. An ultrafilter 𝔘 on 𝑋 has at most one limit 𝑥 ∈ 𝑋.
We call any ultrafilter with a unique limit convergent (to its unique limit).

Tychonoff’s Theorem
Topological products

If 𝑋⋅ ∶= (𝑋𝑖)𝑖∈𝐼 is an arbitrary collection of topological spaces ⟨𝑋𝑖, 𝑖⟩, the product space Π𝑋⋅ ∶=
Π𝑖𝑋𝑖 is the set of all tuples 𝑥⋅ ∶= (𝑥𝑖)𝑖∈𝐼 such that 𝑥𝑖 ∈ 𝑋𝑖 for all 𝑖 ∈ 𝐼 . The product topology on
Π𝑋⋅ has subbasic open sets of the form

𝐺@𝑖 ∶= 𝐺 ×
∏

𝑗≠𝑖
𝑋𝑗 ,

one such for every open 𝐺 ∈ 𝑖. (In other words, 𝐺@𝑖 = {𝑥⋅ ∈ Π𝑋⋅ ∶ 𝑥𝑗 ∈ 𝐺}.)
For 𝑖 ∈ 𝐼 , the natural projection 𝜋𝑖 ∶ Π𝑋⋅ → 𝑋𝑖 ∶ 𝑥⋅ ↦ 𝑥𝑖 is continuous.
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Exercise 3
Show that an ultrafilter 𝔘 on a product space Π𝑋⋅ has a limit 𝑥⋅ if and only if, for each 𝑖 ∈ 𝐼 ,

𝑥𝑖 is a limit of the filter 𝔘𝑖 = 𝜋𝑖(𝔘) ∶= {𝑆 ⊆ 𝑋𝑖 ∶ 𝔉 ∋ 𝜋−1
𝑖 (𝑆)} (which is necessarily an ultrafilter

on 𝑋𝑖).
7 Theorem (Tychonoff). If 𝑋⋅ ∶= (𝑋𝑖)𝑖∈𝐼 is an arbitrary indexed family of compact spaces, then
the topological product space Π𝑋⋅ is compact.

Proof. Let  be an ultrafilter on Π𝑋⋅. Since𝑋𝑖 is compact, the ultrafilter 𝔘𝑖 = 𝜋𝑖(𝔘) of Exercise 3
has a limit 𝑥𝑖 ∈ 𝑋𝑖, hence 𝔉 has a limit 𝑥⋅ = (𝑥𝑖 ∶ 𝑖 ∈ 𝐼).

0.5 Tychonoff spaces
Let 𝑋 = ⟨𝑋,  ⟩ be a topological space. The set of continuous (resp., continuous and bounded)
functions 𝑓 ∶ 𝑋 → ℝ will be denoted (𝑋) (resp., b(𝑋)). Clearly, b(𝑋) ⊆ (𝑋) ⊆ ℝ𝑋 are
unital sublattices.

Completely regular topological spaces

The space 𝑋 is completely regular if given 𝑥 ∈ 𝑋 and a closed set 𝐹 ⊆ 𝑋 ⧵ {𝑥} there exists
𝑓 ∈ (𝑋) such that 𝑓 (𝑥) = 0 and 𝑓 (𝑦) = 1 for all 𝑦 ∈ 𝐹 . Upon replacing 𝑓 ∈ (𝑋) by
𝟘 ∨ (𝑓 ∧ 𝟙) ∈ b(𝑋) if necessary —where 𝟘 denotes the “zero function” 0 ⋅ 𝟙— one may impose
the condition 𝑓 ∈ b(𝑋) on functions witnessing the complete regularity of 𝑋.
8 Proposition. Let 𝑋 be completely regular. Given 𝑥 ∈ 𝑋 and a closed 𝐹 ⊆ 𝑋 ⧵ {𝑥} there exist
open sets 𝐺 ∋ 𝑥, 𝐻 ⊇ 𝐹 such that 𝐺 ∩𝐻 = ∅.

Proof. Let 𝑓 ∈ (𝑋) satisfy 𝑓 (𝑥) = 0 and 𝑓↾𝐹 = 1. The sets 𝐺 ∶= 𝑓−1
(

−∞, 1
3

), 𝐻 ∶=
𝑓−1

( 2
3
,∞

) have the required property (since𝐺,𝐻 are open neighborhoods of 𝑥, 𝐹 , and 𝑓−1
(

−∞, 1
3

]

⊇
𝐺 is disjoint from 𝑓−1

[ 2
3
,∞

)

⊇ 𝐻).

Exercise 4
A completely regular space is Hausdorff (mod ≖) (i.e., a completely regular space is in fact

Tychonoff (mod ≖)).
[Hint: This is a corollary of Proposition 8.]
A topological space𝑋 = ⟨𝑋,  ⟩ is a Tychonoff (or “𝑇3½”) space if it is both completely regular

and Hausdorff. The Hausdorff requirement may be weakened to 𝑇0 by Exercise 7 below.

0.6 Čech-complete spaces
Recall that a 𝐺𝛿-subspace of a topological space 𝑋 is a subspace 𝑌 ⊆ 𝑋 that is an intersection
𝑌 =

⋂

𝑛<𝜔𝐺𝑛 of countably many opens 𝐺0, 𝐺1,… , 𝐺𝑛,⋯ ⊆ 𝑋. (More precisely, the topological
subspace 𝑌 = ⟨𝑌 ,  ↾𝑌 ⟩ is the 𝐺𝛿-subspace of 𝑋.)
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A Tychonoff space is called Čech-complete if it is a 𝐺𝛿-subspace of some compact Hausdorff
topological space 𝐾 . Equivalently, a Čech-complete space 𝑋 is a Tychonoff space which is a 𝐺𝛿-
subspace of its Stone-Čech compactification 𝛽𝑋.

Clearly, compact Hausdorff spaces are Čech-complete.
9 Proposition. 1. A 𝐺𝛿-subspace of a Čech-complete space is Čech-complete.

2. A locally compact Hausdorff space is Čech-complete.

Proof. 1. It is clear that a𝐺𝛿-subspace of a𝐺𝛿-subspace of a (say, compact Hausdorff) space𝐾
is a 𝐺𝛿-subspace of 𝐾 .

2. A locally compact Hausdorff space 𝑋 is an open subspace of its one-point compactifica-
tion 𝑋∗.

3. By Theorem 17, if 𝑋 = ⟨𝑋, d⟩ is a complete metric space, then tpd ∶ 𝑋 → 𝔗♭ is a (continu-
ous) surjection.

0.7 Baire spaces
A nowhere dense subset 𝑁 ⊆ 𝑋 of a topological space 𝑋 is one whose closure has empty interior
𝑁

𝑜
= ∅; the complement of a nowhere dense will be called openly dense. (An openly dense set 𝐷

is one which includes an open dense subset 𝑈 , but 𝐷 need not itself be open.) A meager subset
𝑀 ⊆ 𝑋 of a topological space 𝑋 is any countable union 𝑀 =

⋃

𝑛<𝜔𝑁𝑛 of nowhere dense subsets
𝑁𝑛 ⊆ 𝑋. A comeager subset 𝑌 ⊆ 𝑋 is one whose complement 𝑋 ⧵ 𝑌 is meager; equivalently,
𝑌 =

⋂

𝑛<𝜔𝐷𝑛 is a countable intersection of subsets 𝐷𝑛 ⊆ 𝑋 each openly dense in 𝑋. Evidently,
every subset of a meager set is meager, and every superset of a comeager set is comeager.

A topological space 𝑋 = ⟨𝑋,  ⟩ has the Baire property (or is a Baire space) if every meager
subset 𝑀 ⊆ 𝑋 is codense, i.e., its complement 𝑋 ⧵𝑀 is dense in 𝑋; equivalently, 𝑋 is Baire if
every comeager subset 𝑌 ⊆ 𝑋 is dense in 𝑋.

In a topological sense, nowhere dense subsets of 𝑋 are “small”, while openly dense subsets
are “large”. In general spaces 𝑋, these notions of “small” and “large” subspace are incompatible
with countable processes: for instance, a space 𝑋 may be a countable union of nowhere dense
subspaces. (No reasonable sense of “smallness” would assert that the full space 𝑋 is a “small”
subspace of itself.) For instance, ℚ with its usual topology is the union of all (countably many!)
singletons {𝑟} (𝑟 ∈ ℚ), which are nowhere dense. Therefore, meager subsets of ℚ do not capture a
notion of “smallness”. Baire spaces𝑋 are, roughly speaking, those for which meager subspaces are
“small” (and comeager subspaces are “large”), and the same holds for every open subspace 𝑌 ⊆ 𝑋.
10 Theorem (The Baire Category Theorem). Every Čech-complete space is Baire.

Proof. Let 𝑋 be Čech-complete, say 𝑋 =
⋂

𝑚<𝜔𝐺𝑚 ⊆ 𝛽𝑋, and let (𝐷𝑛)𝑛<𝜔 be a sequence of open
subsets of 𝛽𝑋 such that 𝐷𝑛 ∩ 𝑋 is dense in 𝑋. Given any open 𝐴0 ⊆ 𝛽𝑋 with 𝐴0 ∩ 𝑋 ≠ ∅, we
show that ⋂𝑛𝐷𝑛 ∩ (𝐴0 ∩𝑋) ≠ ∅. Since 𝛽𝑋 is compact Hausdorff, it is Tychonoff.
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Successively, for each 𝑛 < 𝜔, we construct open sets 𝛽𝑋 ⊇ 𝐴0 ⊇ ⋯ ⊇ 𝐴𝑛 ⊇ … such that
𝐴𝑛 ∩𝑋 ≠ ∅ and 𝐴𝑛 ⊆

⋂

𝑚<𝑛(𝐷𝑚 ∩𝐺𝑚 ∩𝐴𝑚). Certainly, 𝐴0 has the stated property by assumption.
Having constructed such𝐴0 ⊇⋯ ⊇ 𝐴𝑛, by Proposition 8, the density of𝐷𝑛 and the definition of𝑋,
there is 𝑥𝑛 ∈ 𝐴𝑛 ∩𝐷𝑛 ∩𝑋 and an open neighborhood 𝐴𝑛+1 of 𝑥𝑛 in 𝛽𝑋 such that the closure 𝐴𝑛+1

of 𝐴𝑛+1 in 𝛽𝑋 satisfies 𝐴𝑛+1 ⊆
⋂

𝑚≤𝑛(𝐷𝑚 ∩ 𝐺𝑚 ∩ 𝐴𝑚) and 𝐴𝑛+1 ∩𝑋 ≠ ∅.
By compactness, some element 𝑥∗ ∈ 𝛽𝑋 satisfies 𝑥∗ ∈

⋂

𝑛<𝜔𝐴𝑛 ⊆ 𝐴0 ∩
⋂

𝑛<𝜔(𝐺𝑛 ∩ 𝐷𝑚) =
(𝐴0 ∩𝑋) ∩

⋂

𝑛𝐷𝑛.

0.8 Types over a set of functions
As in the preceding section, 𝑋 is any nonempty set, and  ⊆ ℝ𝑋 any subset.

The  -type of a point 𝑥 ∈ 𝑋 (also called the type of 𝑥 over  ) is the collection tp (𝑥) ∶=
(𝑓 (𝑥) ∶ 𝑓 ∈  ) ∈ ℝ . The point tp (𝑥) is called the  -type realized by 𝑥. The  -type space is
the closure 𝔗 ⊆ ℝ (in the product topology) of the set {tp (𝑥) ∶ 𝑥 ∈ 𝑋} of realized types; all
elements 𝔱 ∈ 𝔗 are called (possibly unrealized)  -types.

(The notions of  -type and  -type space generalize those of (metric) d-type and d-type space,
which correspond to the situation where  ∶= {d(⋅, 𝑦) ∶ 𝑦 ∈ 𝑋} ⊆ ℝ𝑋 when 𝑋 is the underlying
pointset of a space with metric d.)

If  consists of bounded functions, say each 𝑓 ∈  takes values in some closed bounded
interval [−𝑟𝑓 , 𝑟𝑓 ] ⊆ ℝ, then 𝔗 is compact because it is a (by definition, closed) subset of the
product space ∏

𝑓∈ [−𝑟𝑓 , 𝑟𝑓 ], which is compact by Tychonoff’s Theorem.
We remark that the initial topology by  is the “pullback” topology on 𝑋 via the  -type map

tp ∶ 𝑋 → ℝ𝑋 .
Exercise 5

If  ⊆ ℝ𝑋 generates a unital vector lattice ̃ , then the restriction map
𝔗̃ → 𝔗

𝔱 ↦ 𝔱↾

is a homeomorphism.
By Exercise 5, type spaces over  and over the unital lattice ̃ it generates are essentially the

same thing; therefore, whenever necessary, we may regard types to be over function lattices without
loss of generality.

Exercise 6
Let 𝑋 = ⟨𝑋,  ⟩ be completely regular, and let  = (𝑋),  = (𝑋) be the lattices of contin-

uous (resp., and bounded) real functions on 𝑋.
Part I

Show that 𝑥 ≖ 𝑦 iff tp(𝑥) = tp(𝑦) iff tp(𝑥) = tp(𝑦) (i.e., topological indistinguishability is
precisely the relation “𝑓 (𝑥) = 𝑓 (𝑦) for all 𝑓 ∈ ”, or even just for all 𝑓 ∈ ).

Part II
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Show that  =  =  (i.e., the topology on 𝑋 is initial by , or by ).
* Part III

Show that the type-restriction map 𝔗 → 𝔗 ∶ 𝔱 ↦ 𝔗↾ is continuous and injective, but not
necessarily surjective nor open.

[Hint: Consider any noncompact (i.e., infinite) discrete topological space, say ℕ for concrete-
ness. Then  (resp., ) is the set of all (resp., bounded) functions 𝑓 ∶ ℕ → ℝ. Show that
𝔗(ℕ) ≃ ℕ consists of only realized types. (The identity function 𝜄 ∶= idℕ is an element of ; if
𝔱 ∈ 𝔗 , then 𝔱𝜄 is necessarily equal to a natural number 𝑛 such that 𝔱 = tp(𝑛).) On the other hand,
the space 𝔗(ℕ) (i.e., the Stone-Čechcompactification of ℕ —see Section 0.9 below) is compact,
so it extends —necessarily properly— the subspace of realized -types, which is homeomorphic
to ℕ.]

0.9 Stone-Čech compactification
11 Theorem (Stone-Čech compactification). Given any topological space𝑋 = ⟨𝑋,  ⟩ there exist:

• a compact Hausdorff space �̌� = ⟨�̌�, ̌ ⟩; and,

• a continuous map 𝜄 ∶ 𝑋 → �̌�;

having the following universal property: for every continuous 𝑓 ∶ 𝑋 → 𝐾 from 𝑋 into a compact
space 𝐾 , there exists a unique continuous 𝑓 ∶ �̌� → 𝐾 such that

𝑋 �̌�

𝐾

←→𝜄

←

→
𝑓 ←→ 𝑓

commutes.
The space �̌� is unique up to homeomorphism, and called “the” Stone-Čech compactification

of 𝑋. The image 𝜄(𝑋) is necessarily dense in �̌�.
If 𝑋 is Tychonoff (resp., completely regular) then 𝜄 is an embedding (resp., 𝜄 induces an embed-

ding 𝑋≖ → �̌�).

12 Remarks. • The notation 𝛽𝑋 for the Stone-Čech compactification (space) �̌� above is quite
standard. The corresponding topological space ⟨𝛽𝑋, ̌ ⟩ will be denoted 𝛽𝑋 as usual.

• If the original space𝑋 is Tychonoff and identified with a subspace of �̌� via the embedding 𝜄,
then �̌� is characterized by the properties (i) �̌� is compact Hausdorff, (ii) 𝑋 ⊆ �̌� is a dense
subspace, and (iii) every 𝑓 ∈ b(𝑋) extends to some 𝑓 ∈ b(�̌�) (uniquely so, by density).

The Exercise below shows one explicit construction of the space 𝛽𝑋 using types, at least when
𝑋 is completely regular.
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Exercise 7
If 𝑋 is completely regular, then tp ∶ 𝑋 → 𝔗 induces an embedding of 𝑋≖ onto the subset

tp(𝑋) ∶= {tp(𝑥) ∶ 𝑥 ∈ 𝑋} of realized -types. (If 𝑋 is Tychonoff, then tp ∶ 𝑋 → tp(𝑋) is
a homeomorphism.)

Exercise 7 shows that the image tp(𝑋) of a Tychonoff space 𝑋 is densely embedded in its
-type space 𝔗, which is compact Hausdorff. We take 𝛽𝑋 to mean 𝔗 henceforth.

Note that an arbitrary topological space 𝑋 = ⟨𝑋,  ⟩ has an expansion ⟨𝑋,𝔗, tp, ev⟩. If
𝑋 is not completely regular, then the pullback topology by tp is strictly coarser than  ; if not
Hausdorff, then tp is not injective.

The study of structures in analysis strictly through real-valued functions implies that all prop-
erties of intrinsic interest are of topological completely regular nature, and compatible with topo-
logical indistinguishability; therefore (up to reduction), structural analytic matters are properties of
Tychonoff spaces. (Specific Tychonoff spaces of interest, of course.)



Chapter 1

Introduction

The material covered in these notes is classical, but our philosophy and approach are not. The tenet
dictating our approach is the following:

Tenet (“Real-Structural” Perspective) Properties directly relevant in real (functional) anal-
ysis are only those ultimately captured by real-valued quantities, and furthermore only in manners
compatible with the topology of the reals.

The above tenet is —perhaps— uncontroversial. However, thoroughly embracing it implies a
“structural” viewpoint of analysis requiring a slight shifting of the usual perspective.

1.1 Metric spaces: a paradigmatic example
Recall the usual definition of metric space: a pair

𝑋 ∶= ⟨𝑋, d(⋅, ⋅)⟩

where 𝑋 is any set (which we shall always assume is nonempty), and d(⋅, ⋅) ∶ 𝑋 × 𝑋 → [0,+∞)
(the metric on 𝑋) is a nonnegative real-valued function satisfying, for all 𝑥, 𝑦, 𝑧 ∈ 𝑋:

• [Symmetry] d(𝑥, 𝑦) = d(𝑦, 𝑥).
• [Triangle Inequality] d(𝑥, 𝑧) ≤ d(𝑥, 𝑦) + d(𝑦, 𝑧).
• [Intrinsic/Extrinsic Equality]:

– [(=→≖): “Distance null if equal”] If 𝑥 = 𝑦, then d(𝑥, 𝑦) = 0;
– [(≖→=): “Distance null only if equal”]1 If d(𝑥, 𝑦) = 0, then 𝑥 = 𝑦.

We introduce the binary relation “𝑥 ≖ 𝑦” of structural indistinguishability to mean “d(𝑥, 𝑦) = 0”,
i.e., the elements 𝑥, 𝑦 ∈ 𝑋 are indistinguishable from a structural (i.e., presently, metric) viewpoint.
13 Remark. Later we shall introduce “real-valued” structures endowed with a multitude of real-
valued functions. Each such structures carries an indistinguishability relation ≖ typically much

1We call (d0→=) the axiom that d is a strict metric rather than a pseudometric. (Cf., the discussion of pseudometric
spaces below.)

13



CHAPTER 1. INTRODUCTION 14

more restrictive than the zero-distance relation above. In metric (and pseudo-metric) spaces, we
will use the name “zero distance (d0)” for the indistinguishability relation.2

We have phrased the axioms of Intrinsic/Extrinsic Equality in the verbose form given (rather
than, simply, as the statement “𝑥 ≖ 𝑦 iff 𝑥 = 𝑦”) to make the following points clearer:

1. The property “𝑥 = 𝑦” is purely set-theoretical and therefore not the competence of analysis:
it is structurally unnatural to axiomatize a relationship between the discrete notion of set-
theoretic equality between objects 𝑥, 𝑦—which are ultimately themselves sets— and analytic
(i.e., topological) properties which are captured in terms of real-valued quantities, e.g., the
property “𝑥 ≖ 𝑦” (which means d(𝑥, 𝑦) = 0).

2. The property (=→≖) is innocuous when rephrased, without any reference to set-theoretic
equality, in the form

• [(=→≖)] d(𝑥, 𝑥) = 0 for all 𝑥 ∈ 𝑋.
3. The property (≖→=) is not a structural notion, i.e., it is extrinsic to the study of 𝑋 solely

through the metric d.
There is a further point to make, a corollary of adopting a perspective compatible with the

topology of ℝ, and yet entirely compatible with the standard viewpoint. Symmetry, for instance,
is captured by the equality d(𝑥, 𝑦) = d(𝑦, 𝑥), which ultimately hinges on the (set-theoretic) notion
of equality of elements of ℝ. That is alright! The set ℝ and its elements play a distinguished role
in analysis. From our perspective, reals 𝑟 ∈ ℝ become “logic constants” which ultimately serve
as interpretations of each and every property germane to analysis. Moreover, ℝ is inherently and
permanently endowed with its usual topology; therefore, (“analytic”) properties captured by real
values 𝑟 ∈ ℝ are themselves topologized in the sense that varying the value of the real quantity
capturing a certain property 𝜑 results, of course, in a different property 𝜑′, but one that is only
“slightly changed” from 𝜑.

1.2 Pseudometric spaces
A pseudometric space 𝑋 = ⟨𝑋, d⟩ is one whose (pseudo)metric d is symmetric, and satisfies
(=→≖) as well as the triangle inequality —but not necessarily the extrinsic property (≖→=). There-
fore, the class of pseudometric spaces is intrinsic as its axioms only speak about properties of points
of 𝑋 directly captured by the real-valued metric d.

In 𝑋 = ⟨𝑋, d⟩, the indistinguishability relation “𝑥 ≖ 𝑦” also has the meaning “d(𝑥, 𝑦) = 0” as
above.

In a pseudometric (or metric, for that matter) space 𝑋, each real 𝜀 > 0 gives a neighborhood
(−𝜀, 𝜀) of 0 ∈ ℝ, and the intrinsic (real-valued) property “d(𝑥, 𝑦) < 𝜀” is an (open) “topological
condition”. If, say, 𝑥 is fixed, the conditions “d(𝑥, 𝑦) < 𝜀” as 𝜀 > 0 varies (over arbitrarily small
positive reals) state that 𝑦 is increasingly “more and more” like 𝑥, i.e., d(𝑥, 𝑦) measures how “dif-
ferent” 𝑦 is from 𝑥 so that d(𝑥, 𝑦) = 0 means that 𝑥 and 𝑦 are not different, i.e., are equal. (Although

2In general structures, the indistinguishability relation —although structural— is implicit rather explicitly captured
by a “single” structural property such as “d(𝑥, 𝑦) = 0”.
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the axioms for metric spaces impose the set-theoretic condition 𝑥 = 𝑦 if d(𝑥, 𝑦) = 0, the pseudo-
metric perspective is better: set-theoretic inequality of 𝑥, 𝑦 is irrelevant to the question of whether
they are structurally the same —meaning that d(𝑥, 𝑦) = 0).

Metric quotients

Given a pseudometric space 𝑋 = ⟨𝑋, d⟩, one may always perform a set-theoretic construction
(which we call metric reduction) resulting in a canonical metric space 𝑋♯ = ⟨𝑋♯, d♯⟩. The con-
struction is the familiar one: From the axioms, it follows that the “zero-distance (d0)” relation ≖ is
an equivalence relation on 𝑋. Let 𝑋♯ be the identification (quotient space) 𝑋∕≖ (elements of 𝑋♯

are of the form 𝑥♯ ∶= {𝑦 ∈ 𝑋 ∶ d(𝑥, 𝑦) = 0}, i.e., each is the ≖-class of some element 𝑥 ∈ 𝑋). It
also follows easily from the definition of indistinguishability and the pseudometric axioms that the
real-valued function d♯ ∶ (𝑥♯, 𝑦♯) ↦ d(𝑥, 𝑦) is well defined, and ⟨𝑋♯, d♯⟩ is a bona fide metric space
(because d♯(𝑥♯, 𝑦♯) = 0 implies d(𝑥, 𝑦) = 0; hence, 𝑥 ≖ 𝑦, so 𝑥♯ = 𝑦♯).

From this perspective, a metric space is, for all intents and purposes, simply a reduced pseudo-
metric space.

Although the construction of the metric 𝑋♯ from the pseudometric 𝑋 is canonical, a structural
viewpoint of pseudometric spaces should make no distinction between 𝑋 and 𝑋♯, and there is no
need to require (nor intrinsic way to enforce) the “strict” metric axiom (≖→=).

Exercise 8
Show that the following properties:

1. 𝑋 is complete (i.e., every Cauchy sequence in 𝑋 has a limit in 𝑋);
2. 𝑋 is bounded (i.e., sup𝑥,𝑦∈𝑋 d(𝑥, 𝑦) <∞);
3. 𝑋 is separable (i.e., some subset of 𝑋 is at most countable, and dense in the metric topology

of 𝑋);
4. 𝑋 is sequentially compact (i.e., every sequence in 𝑋 has a convergent subsequence);
5. 𝑋 is compact3 (i.e., every cover of 𝑋 by open sets has a finite subcover);

of any pseudometric space 𝑋 = ⟨𝑋, d⟩ are equivalent to the respective properties of its canoni-
cal metric quotient 𝑋♯ = 𝑋∕≖ (i.e., 𝑋 has the property iff 𝑋♯ does). Thus, properties 1.–5. are
structural.

1.3 Metric types
(Henceforth, when used in a general sense, the adjective “metric” shall be understood in the sense
of “pseudometric”.)

3We adhere to the contemporary convention that “compact” means “every open cover has a finite subcover”. In
“traditional” topological nomenclature, such property is called “quasicompactness”, while (traditionally) “compact”
means “quasicompact and Hausdorff”. The Hausdorff property (any two points have disjoint neighborhoods) holds for
metric spaces, but evidently fails for pseudometric spaces that are not metric. Therefore, the Hausdorff property is not
a structural one from our viewpoint.
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Let 𝑋 = ⟨𝑋, d⟩ be a pseudometric space. We introduce the first example of the pivotal notion
of “type”, which shall accompany us throughout these lectures. The definition of type is meant to
capture what points 𝑥 ∈ 𝑋 “are”, in the most intrinsic possible manner (from our tenet viewpoint).

A point 𝑥 of the pseudometric space𝑋 = ⟨𝑋, d⟩ is, from a structural perspective, nothing more
and nothing less than the collection of its real distances to each of the elements of the underlying
pointset 𝑋 of 𝑋.

The “metric type” of a point 𝑥 of a metric space𝑋 precisely captures the above notion of what 𝑥
“is” (vis-à-vis 𝑋). Thus, we define the metric type (“d-type”) of 𝑥 as the real-valued function

tpd(𝑥) ∶= d(𝑥, ⋅) ∶ 𝑋 → [0,+∞)
𝑦↦ d(𝑥, 𝑦).

Exercise 9
Show that tpd(𝑥) = tpd(𝑦) iff 𝑥 ≖ 𝑦.

Topology on metric types
As defined above, each type tpd(𝑥) is a function 𝑋 → [0,+∞) ⊆ ℝ. Thus, effectively, tpd(𝑥) is a
point in the product space ℝ𝑋; in fact, it is more appropriate to think of tpd(𝑥) in this manner, i.e.,
simply as a collection 𝔱 = (𝔱𝑥)𝑥∈𝑋 ⊆ ℝ (indexed by elements of 𝑋).

Caveat. The domain 𝑋 of the type tpd(𝑥) is the point-set 𝑋. It is an equivocation to think of
the domain 𝑋 of a type as a “metric space”.

We will eventually introduce a variety of notions of “type” in structures studied in functional
analysis —e.g., Hilbert spaces and Banach spaces. All such notions of type will always refer to
tuples (𝔱𝑖)𝑖∈𝐼 ⊆ ℝ indexed by some set 𝐼 , hence (𝔱𝑖) ∈ ℝ𝐼 . For now, the relevant context is that
any such product space ℝ𝐼 is a topological space, specifically endowed with the product topology
(which shall always be the topology on types). The product topology is also called the topology
of “pointwise” convergence in the sense that a sequence (or net) (𝔱(𝑛)) ⊆ ℝ𝐼 converges iff, for each
𝑖 ∈ 𝐼 (i.e., “one ‘point’ at a time”), the sequence or net (𝑡(𝑛)𝑖 ) ⊆ ℝ converges.4

(When 𝐼 is at most countable, notions of topology and convergence in product spaces ℝ𝐼 may
be studied purely in terms of sequences; however, when 𝐼 is uncountable, the more general notion
of net —or ultrafilter— is needed.)

Exercise 10
Part I

Let (𝑥𝑛)𝑛∈ℕ ⊆ 𝑋 be a sequence. Prove that, if (𝑥𝑛) is Cauchy, then the sequence of types
(tpd(𝑥𝑛))𝑛∈ℕ ⊆ ℝ𝑋 converges (in the product topology).

* Part II
Show that there exists ⟨𝑋, d⟩ and a sequence (𝑥𝑛) ⊆ 𝑋 that is not Cauchy, but (tpd(𝑥𝑛))𝑛∈ℕconverges (thus, the converse to Part I fails).
[Hint: Take 𝑋 to be an infinite set endowed with the discrete metric, and let (𝑥𝑛) ⊆ 𝑋 be any

sequence of distinct points in 𝑋.]
4Readers familiar with ultrafilters: An ultrafilter  on ℝ𝐼 converges iff each of the projection maps 𝜋𝑖 ∶ ℝ𝐼 → ℝ

(𝑖 ∈ 𝐼) yields a convergent ultrafilter 𝜋∗𝑖 ( ) on ℝ.
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Realized and unrealized types

Throughout this subsection, 𝑋 = ⟨𝑋, d⟩ is any pseudometric space.
Any type tpd(𝑥) ∈ ℝ𝑋 for 𝑥 ∈ 𝑋 is called a metric type realized by 𝑥. However, any accu-

mulation point in ℝ𝑋 of realized types is also called a metric type. (In general, metric types are
possibly unrealized.) The set of (all) metric types will be denoted 𝔗 —or 𝔗(𝑋) when specifying
𝑋 is necessary— and regarded as a topological subspace of ℝ𝑋; thus,

𝔗(𝑋) ∶= tpd(𝑋)

is the closure in ℝ𝑋 of the set
tpd(𝑋) ∶= {tpd(𝑥) ∶ 𝑥 ∈ 𝑋} ⊆ ℝ𝑋

of realized types.
More generally, if 𝑌 ⊆ 𝑋 is any subset, we obtain a set tpd(𝑌 ) ∶= {tpd(𝑦) ∶ 𝑦 ∈ 𝑌 } of realized

types of 𝑌 (over 𝑋). The space of d-types of 𝑌 (over 𝑋) is the closure
𝔗(𝑌 ∕𝑋) ∶= tpd(𝑌 ) ⊆ 𝔗(𝑋);

its elements are called (possibly unrealized) d-types of 𝑌 (over 𝑋). Note that types of 𝑌 are still
tuples 𝔱 = (𝔱𝑥)𝑥∈𝑋 ∈ 𝔗 indexed by (all) points of 𝑋, whence the qualifier “over 𝑋” above, and the
notation “𝑌 ∕𝑋”. (Of course, 𝔗(𝑋∕𝑋) is the same as the full type space 𝔗 = 𝔗(𝑋).)
14 Proposition. Every d-type 𝔱 ∈ 𝔗(𝑋) is of some bounded subset 𝑌 ⊆ 𝑋. In other words,

𝔗(𝑋) =
⋃

bounded 𝑌 ⊆ 𝑋
𝔗(𝑌 ∕𝑋).

In fact, it suffices to take bounded sets 𝑌 that are open balls 𝐵𝑥0(𝑟) (or closed balls 𝐵𝑥0[𝑟]) of any
fixed center 𝑥0 for 𝑟 varying over any unbounded set of [0,∞) (e.g., 𝑟 = 1, 2, 3,… ).

Proof. Fix 𝑥0 ∈ 𝑋. Let 𝔱 ∈ 𝔗 be any type, and let 𝑟 > 𝔱𝑥0 be arbitrary. Necessarily, 𝔱 ∈ 𝔗(𝑌 ∕𝑋)
where 𝑌 ∶= 𝐵𝑥0(𝑟) (a bounded set); the same holds for the closed ball 𝑌 ∶= 𝐵𝑥0[𝑟] a fortiori.
15 Proposition. If 𝑌 ⊆ 𝑋 is bounded, the space of types of 𝑌 is compact.

Proof. Fix 𝑦0 ∈ 𝑌 . Let 𝐶 ∶= sup𝑦1,𝑦2∈𝑌 d(𝑦1, 𝑦2) be the (finite) diameter of 𝑌 . Every realized type
tp(𝑦) belongs to the compact Hausdorff product space 𝐾 =

∏

𝑥∈𝑋[0, 𝑟𝑥] where 𝑟𝑥 ∶= 𝐶 + d(𝑥, 𝑦0).
By definition, 𝔗(𝑌 ∕𝑋) = {tp(𝑦) ∶ 𝑦 ∈ 𝑌 } ⊆ 𝐾 is closed, and hence compact.
16 Corollary. The type space 𝔗(𝑋) is 𝜎-locally compact (i.e., a countable union of open sets with
compact closure), and Čech-complete.

Proof. Fix 𝑥0 ∈ 𝑋. For 𝑛 = 1, 2, 3,… , each set
𝑇𝑛 ∶=

{

𝔱 ∈ 𝔗(𝑋) ∶ 𝔱(𝑥0) < 𝑛
}

,

is open and included in 𝑇𝑛 ∩ 𝔗(𝑋) = 𝔗
(

𝑋∕𝐵𝑥0(𝑛)
), which is compact by Proposition 15. Hence,

𝔗(𝑋) is locally compact, and thus Čech-complete by Proposition 9. The sets 𝑇𝑛 (have compact
closure and) cover 𝔗(𝑋), by Proposition 14, so 𝔗(𝑋) is 𝜎-locally compact.
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Exercise 11
Show that the “d-type map”5

𝑋 → 𝔗
𝑥↦ tpd(𝑥)

is an embedding from the d-metric topology on𝑋 to the topology (of pointwise convergence) on 𝔗.

What are (unrealized) types?
Each realized type tpd(𝑥) captures the essence of a given point 𝑥 of ⟨𝑋, d⟩. We already remarked
that tpd(𝑥) = tpd(𝑦) whenever 𝑥, 𝑦 are, structurally speaking, the same point (even if, possibly,
𝑥 ≠ 𝑦 set-theoretically). A priori, types (realized or unrealized) are points 𝔱 = (𝔱𝑥)𝑥∈𝑋 ∈ ℝ𝑋 . The
following exercises shed some light on the meaning of “unrealized” types.

Exercise 12 below aims to make precise the notion (arising from their definition) that unrealized
types 𝔱 behave in “similar ways” to realized types tpd(𝑥). (Properties (1)–(3) therein are evidently
satisfied when 𝔱 = tpd(𝑧) is any realized type.)

Exercise 12
Prove that all (realized or unrealized) types 𝔱 ∈ 𝔗 satisfy the following for all 𝑥, 𝑦 ∈ 𝑋:

1. 𝔱𝑥 ≥ 0.
2. 𝔱𝑥 + 𝔱𝑦 ≥ d(𝑥, 𝑦).
3. 𝔱𝑦 + d(𝑥, 𝑦) ≥ 𝔱𝑥.
4. |

|

|

𝔱𝑥 − 𝔱𝑦
|

|

|

≤ d(𝑥, 𝑦).

5. |

|

|

𝔱𝑦 − d(𝑥, 𝑦)||
|

≤ 𝔱𝑥.

A metric type 𝔱 ∈ 𝔗 is called proximal (to 𝑋) if inf𝑥∈𝑋 𝔱𝑥 = 0. Evidently, every realized type
is proximal. A non-proximal type is called distal: inf𝑥∈𝑋 𝔱𝑥 > 0; Let

𝔗♭ ∶=
{

𝔱 ∈ 𝔗 ∶ inf
𝑥∈𝑋

𝔱𝑥 = 0
}

,𝔗♯ ∶=
{

𝔱 ∈ 𝔗 ∶ inf
𝑥∈𝑋

𝔱𝑥 > 0
}

,

be the set of proximal and distal types, respectively. Thus,
tpd(𝑋) ⊆ 𝔗♭ ⊆ 𝔗 = 𝔗♭ ⊔𝔗♯.

5If𝑋 is a metric space, the map tpd(⋅) is injective and may be used to identify𝑋 with (i.e., “include it as”) a subset
of 𝔗. In general, when 𝑋 is pseudometric, this “inclusion” proceeds via 𝑋∕≖ rather than via 𝑋.
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Exercise 13
Part I

Show that tpd(⋅) ∶ 𝑥↦ tpd(𝑥) is injective iff 𝑋 is a (reduced) metric space.
Part II

Show that tpd(𝑋) ⊆ 𝔗♭, i.e., every realized type is proximal to 𝑋.
Part III

Show that𝑋 is complete iff every type proximal to𝑋 is realized (i.e., the inclusion 𝔗♭ ⊆ tpd(𝑋)
—reverse to Part I— holds, and thus 𝔗♭ = tpd(𝑋)).

Part IV
Show an example of a metric space ⟨𝑋, d⟩ having non-proximal types, i.e., such that 𝔗♭ ⊊ 𝔗.
[Hint: Exercise 10 (2).]

Exercise 14 Metric Completion
Part I

Introduce the notation 𝑋∗ ∶= 𝔗♭. Show that
d∗ ∶ (𝔱,𝔲) ↦ sup

𝑥∈𝑋
|

|

𝔱𝑥 − 𝔲𝑥||

is a metric on 𝑋∗, and 𝑋∗ = ⟨𝑋∗, d∗⟩ is a complete metric space.
Part II

Show that
d∗(tpd(𝑥), tpd(𝑦)) = d(𝑥, 𝑦) for 𝑥, 𝑦 ∈ 𝑋.

Deduce that, if ⟨𝑋, d⟩ is a metric space, then tpd ∶ 𝑋 → 𝔗 is an isometric embedding of 𝑋 as a
subspace tpd(𝑋) ∶= {tpd(𝑥) ∶ 𝑥 ∈ 𝑋} of ⟨𝑋∗, d∗⟩.

Part III
Show that tpd(𝑋) is dense in ⟨𝑋∗, d∗⟩.
From Exercise 14, we deduce:

17 Theorem. Every metric space 𝑋 = ⟨𝑋, d⟩ has a metric completion ⟨𝑋∗, d∗⟩, which may be
constructed as follows:

• 𝑋∗ ∶= 𝔗♭ = {𝔱 ∈ 𝔗 ∶ inf𝑥∈𝑋 𝔱𝑥 = 0} is the set of proximal d-types of 𝑋, and

• d∗(𝔱,𝔲) ∶= sup𝑥∈𝑋 |

|

𝔱𝑥 − 𝔲𝑥||,

provided one identifies 𝑋 with a subset of 𝔗♭ via the distance-preserving map tpd(⋅).

18 Remarks. 1. If 𝑋 is a pseudometric space (rather than a metric space proper), then the
type map tpd(⋅) is not injective. This is both unsurprising and unimportant. Unsurprising,
because ⟨𝑋∗, d∗⟩ satisfies (≖→=), hence cannot accommodate set-theoretic distinct points
𝑥 ≠ 𝑦 of 𝑋 such that d(𝑥, 𝑦) = 0. Unimportant, because the incidental fact that 𝑥, 𝑦 are
distinct is a purely set-theoretic matter not germane to the viewpoint of a metric space as a
structure of real analysis (which ought to be studied purely in regard to real quantities such
as values of the metric d to begin).
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2. The space ⟨𝑋∗, d∗⟩ is a canonical metric completion of the metric space 𝑋∕≖ (of 𝑋 itself,
when a proper metric space). In general, 𝑋∗ (realized as 𝔗♭) is a proper subset of the full
type space 𝔗; i.e., there may exist distal types. From a structural perspective, what 𝑋∗ does
is “add any necessary points” to realize all types 𝔱 ∈ 𝔗 (and only those types) such that
inf𝑥∈𝑋 𝔱𝑥 = 0. In doing so, 𝑋∗ “becomes” the metric completion of 𝑋 by realizing more
types than those realized in 𝑋, i.e., by elements of 𝑋 (unless 𝑋 was already complete).
Any distal types 𝔱 ∈ 𝔗♭ of 𝑋 remain unrealized in the metric completion 𝑋∗. The following
exercise explains the meaning of such unrealized types in one specific situation.

19 Proposition. Let 𝑋 = ⟨𝑋, d⟩ be a pseudometric space. The space of proximal types 𝔗♭ ⊆ 𝔗 is
a 𝐺𝛿.

Proof. For each 𝑛 ∈ 𝜔, the set

𝐺𝑛 ∶=
⋃

𝑥∈𝑋

{

𝔱 ∈ 𝔗 ∶ 𝔱𝑥 <
1
𝑛

}

⊆ 𝔗

is open, so 𝔗♭ =
⋂

𝑛<𝜔𝐺𝑛 is a 𝐺𝛿.
20 Corollary. Any complete metric space is Čech-complete.

Proof. Assume𝑋 = ⟨𝑋, d⟩ is a complete metric space. By Proposition 19, 𝔗♭ is a𝐺𝛿 of the locally
compact Hausdorff type space 𝔗, and therefore Čech-complete; moreover, 𝑋 is homeomorphic
to 𝔗♭ (via the d-type map).

* Exercise 15
Let 𝑋 = ⟨𝑋, d⟩ be a pseudometric space.

Part I
Show that, if 𝑋 is compact, then tpd(𝑋) = 𝔗.
[Hint: tpd ∶ 𝑋 → tpd(𝑋) ⊆ 𝔗 is an embedding by Exercise 11. The claim follows from the

following general topological facts: (1) any continuous image of a compact space into a Hausdorff
space is compact, and (2) any compact subspace of a Hausdorff space is closed.]

Part II
Show that, if closed bounded subsets of 𝑋 are compact (i.e., if closed balls of finite radius are

compact), then tpd(𝑋) = 𝔗.
(Compact metric spaces are necessarily bounded, so Part II strengthens Part I.)
[Hint: Let 𝔱 ∈ 𝔗 and 𝛿 ∶= inf 𝑦∈𝑋 𝔱𝑦. Fix 𝛿′ > 𝛿 and 𝑦′ ∈ 𝑋 with 𝔱𝑦′ < 𝛿′. Then, 𝔱 is an

accumulation point of types tpd(𝑥) such that 𝑥 ∈ 𝐵 ∶= 𝐵𝑦′(𝛿′). The closed ball �̄� = 𝐵𝑦′[𝛿′] is
compact by assumption. By Part I: 𝔱 ∈ tpd(𝐵) ⊆ tpd(�̄�) ⊆ tpd(𝑋) (since the set tpd(�̄�) is closed as
seen from Part I —more specifically, from the two topological facts in the hint thereof.).]

Part III
Show that, conversely, if tpd(𝑋) = 𝔗, then closed bounded subsets of 𝑋 are compact.
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[Hint: Consider any closed bounded ball 𝐵 = 𝐵𝑥0[𝐶] for some 𝐶 > 0 and 𝑥0 ∈ 𝑋. Let
𝑟𝑥 ∶= 𝐶 + d(𝑥, 𝑥0) for 𝑥 ∈ 𝑋; thus, d(𝑥, 𝑦) ≤ 𝑟𝑥 for all 𝑦 ∈ 𝐵 and 𝑥 ∈ 𝑋. More generally, we have

𝔗𝐵 ∶= tpd
(

𝐵
)

⊆ 𝔎 ∶=
∏

𝑥∈𝑋
[0, 𝑟𝑥].

𝔎 is a Hausdorff space, compact by Tychonoff’s Theorem. Thus, 𝔗𝐵 ⊆ 𝔗∩𝔎 is closed and hence
compact.

If 𝐵 is not compact, it is not totally bounded. Hence, for some 𝜀 > 0, no finitely many open
balls 𝐵𝑦(2𝜀) with 𝑦 ∈ 𝐵 suffice to cover 𝐵. It follows that no finitely many balls 𝐵𝑥(𝜀) with 𝑥 ∈ 𝑋
suffice to cover 𝐵. Given an arbitrary tuple �̄� = (𝑥1,… , 𝑥𝑛) ⊆ 𝑋, the set

𝑈�̄� ∶=
{

𝑦 ∈ 𝐵 ∶ d(𝑦, 𝑥𝑖) ≥ 𝜀, 1 ≤ 𝑖 ≤ 𝑛
}

is nonempty, hence
𝔘�̄� ∶=

{

𝔱 ∈ 𝔗𝐵 ∶ 𝔱𝑥𝑖 ≥ 𝜀, 1 ≤ 𝑖 ≤ 𝑛
}

⊇ tpd(𝑈�̄�)

is a nonempty and closed (hence compact) subset of the compact Hausdorff space 𝔗𝐵. By com-
pactness, there exists 𝔱 ∈ 𝔗𝐵 such that 𝔱𝑥 ≥ 𝜀 for all 𝑥 ∈ 𝑋; therefore, 𝔗 ⊋ tpd(𝑋).]

Discrete metric spaces

Any pointset 𝑋 (i.e., a “bare” set) may be regarded as (the underlying set of) a metric space by
“expanding” 𝑋 to 𝑋𝛿 ∶= ⟨𝑋, 𝛿⟩ where 𝛿 is the discrete metric on 𝑋 (namely, 𝛿(𝑥, 𝑦) = 0 if 𝑥 = 𝑦,
𝛿(𝑥, 𝑦) = 1 if 𝑥 ≠ 𝑦, where “𝑥 = 𝑦”, “𝑥 ≠ 𝑦” are understood in the set-theoretic sense). Evidently,
any such discrete space ⟨𝑋, 𝛿⟩ is necessarily complete. By Exercise 14, tpd is a bijection from 𝑋
onto 𝑋∗ ⊆ 𝔗. The type tpd(𝑥) of 𝑥 ∈ 𝑋 is the function tpd(𝑥) ∶ 𝑦 ↦ 𝛿(𝑥, 𝑦).6

The exercise below sheds some light on the nature of distal types in this particular (discrete)
setting.

Exercise 16
Let𝑋𝛿 = ⟨𝑋, 𝛿⟩ be any discrete metric space. In such setting, the set of proximal types𝑋∗ ⊆ 𝔗

is precisely the set tpd(𝑋) of realized types. Prove the following:
• if 𝑋 is finite, then 𝔗 = 𝑋∗.
• if 𝑋 is infinite, then 𝔗 = 𝑋∗ ∪ {𝔴}, where 𝔴 = (1)𝑥∈𝑋 ∈ ℝ𝑋 is the type that is constant-

equal-to-1.

21 Example. In the setting of Exercise 16, in case 𝑋 is infinite, let 𝑌 ⊋ 𝑋 be any proper superset
of𝑋, and let 𝑌 𝜕 = ⟨𝑌 , 𝜕⟩ be the corresponding extension of𝑋𝛿 (thus, 𝜕 is the discrete metric on 𝑌 ,
so 𝛿 = 𝜕↾(𝑋 ×𝑋)). The type spaces of 𝑋 and 𝑌 are denoted 𝔗𝑋 and 𝔗𝑌 , respectively. Every type
𝔲 ∈ 𝔗𝑌 ⊆ ℝ𝑌 gives a type 𝔲↾𝑋 ∈ 𝔗𝑋 ⊆ ℝ𝑋 by (“pointwise”) restriction:

𝔲↾𝑋 ∶= (𝔲𝑥)𝑥∈𝑋 .
6Apart from reversing the role of the numbers 0 and 1, the type tpd(𝑥) is the so-called “characteristic function”

𝜒{𝑥} of the singleton subset {𝑥} of 𝑋.
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(The map 𝔲 ↦ 𝔲↾𝑋 is continuous.)
If 𝑦 ∈ 𝑌 ⧵ 𝑋 is any of the “new” points of 𝑌 , then 𝜕(𝑦, 𝑥) = 1 for all 𝑥 ∈ 𝑋; therefore,

tpd(𝑦)↾𝑋 = (1) = 𝔴 (from Exercise 16 above). In other words, the type 𝔴 = (1) ∈ 𝔗𝑋 , although
unrealized in 𝑋, is realized as (the restriction to 𝑋 of) a type of 𝑌 𝜕, i.e., 𝔴 = tpd(𝑦)↾𝑋.

The example above hints at a general fact, which we discuss only informally for now. In full
generality (not just for discrete metric or pseudometric spaces𝑋), types are “potentially” realizable
in the sense that they are (the restriction to 𝑋 of) types realized in some extension 𝑌 of 𝑋. All
proximal types are necessarily realized in (any) metric completion 𝑋∗ of 𝑋.7 For other (distal)
types, the situation is more delicate. The Example above shows that the distal type 𝔴 ∈ 𝔗𝑋 ,
although realized in 𝑌 , need not have (in general) a unique realization: Any points 𝑦 ≠ 𝑧 of 𝑌 ⧵𝑋
have different type tpd(𝑦) ≠ tpd(𝑧) (because 𝜕(𝑦, 𝑧) = 1 = tpd(𝑦)(𝑧) ≠ 0 = tpd(𝑦)(𝑦)) but realize
(by restriction) the same type 𝔴 ∈ 𝔗𝑋 since tpd(𝑦) ↾ 𝑋 = 𝔴 = tpd(𝑧)↾𝑋 (because 𝜕(𝑦, 𝑥) = 1 =
𝜕(𝑧, 𝑥) for all 𝑥 ∈ 𝑋).

7One may even show that proximal types of 𝑋 are uniquely realized in any completion �̂� ⊇ 𝑋
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Real-valued structures

2.1 Motivation
The class of pseudometric spaces in the introduction is the foremost example of a class of “real-
valued structures”.

The notion of real-valued structure epitomizes the tenet that objects and properties germane to
analysis are those, and only those, that can be captured through real-valued quantities.

Operations and relations on the real line
Real numbers play a pivotal role in analysis, and therefore also in the definition of real-valued
structure. Since all intrinsic properties we shall study are captured in terms of real numbers, the
real line ℝ becomes the set of “interpretation values” of quantities of interest (e.g., of a metric d).
However, as a “bare” pointset, ℝ is of little use until endowed with additional structure:

The real line ℝ shall always be regarded as endowed with the structure of a complete ordered
field.

In addition to its ordering and arithmetic operations, the above principle implies that the real
line is explicitly endowed with a real-valued function “sup” on the set ≤(ℝ) of nonempty bounded-
above subsets of ℝ. For our purposes, it is rather more appropriate, for each 𝑟 ∈ ℝ, to endow the
real line with the restriction of sup to the set ≤𝑟(ℝ) of nonempty subsets bounded above by 𝑟. We
make the same convention, mutatis mutandis, for infima.

For convenience, we also take ℝ as endowed with the (binary) “maximum” operation (𝑟, 𝑠) ↦
max(𝑟, 𝑠), and similarly for minimum “min”.1 (In particular, ℝ is a “vector lattice” in the sense of
Section 3.2 below.)
22 Remark. The structure bestowed upon ℝ above is far from exhaustive! For instance, we regard
ℝ as carrying arithmetic as well as “lattice” operations (max/min), but no others (such as, e.g.,
transcendental functions). We have chosen the structure above because it is appropriate for uses of
real numbers as interpretation (“logical”) values.

1Although the binary operation max is “implicitly defined” by the ordering of ℝ, the structural approach requires
capturing such implicit structure in an explicit manner.

23
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Real-valued predicates
A metric d on 𝑋 is the foremost example of a “real-valued predicate” on 𝑋. Such metric d is a
binary predicate because it takes two arguments 𝑥, 𝑦 ∈ 𝑋.

The terminology “predicate” requires some explanation. We assume readers are familiar with
the notion of relation 𝑅 on a set 𝐴. Such a relation 𝑅 always takes a fixed number 𝑛 ∈ ℕ of
arguments (called the arity of 𝑅):

• single-argument relations 𝑅 ⊆ 𝐴 are unary;
• two-argument relations 𝑅 ⊆ 𝐴 × 𝐴 are binary;
• three-argument relations 𝑅 ⊆ 𝐴 × 𝐴 × 𝐴 are ternary; . . .
• 𝑛-argument relations 𝑅 ⊆ 𝐴 × 𝐴 are 𝑛-ary; . . . .

However, the notions of mathematical interest about relations are the statements implied by relations
in the sense above. In typical use, a relation 𝑅 ⊆ 𝐴𝑛 is said to “hold for (𝑎1, 𝑎2,… , 𝑎𝑛) ∈ 𝐴𝑛”
precisely when (𝑎1, 𝑎2,… , 𝑎𝑛) ∈ 𝑅, a property notationally abbreviated “𝑅(𝑎1, 𝑎2,… , 𝑎𝑛)”, which
becomes a statement about the 𝑛-tuple �̄� = (𝑎1, 𝑎2,… , 𝑎𝑛). (We shall use bars to denote such tuples
in what follows.) From such perspective, a relation 𝑅 ⊆ 𝐴𝑛 induces a predicate2

Pred𝑅 ∶ 𝐴𝑛 → {⊤,⊥}

�̄� ↦

{

⊤, �̄� ∈ 𝑅;
⊥, �̄� ∉ 𝑅.

as a function on 𝐴𝑛 taking (only) the “(discrete) logical values” ⊤ (“true”) and ⊥ (“false”). Thus,
an (𝑛-ary) predicate of discrete logic is a definite property that each tuple �̄� ∈ 𝐴𝑛 may (or may not)
possess.

The distinction between the relation 𝑅 ⊆ 𝐴𝑛 and the function Pred𝑅 is so superficial as to
seem pedantic (one may always recover 𝑅 as Pred−1𝑅 (⊤) = {�̄� ∈ 𝐴𝑛 ∶ Pred𝑅(�̄�) = ⊤). However,
it follows from our tenet that properties captured in terms of set-theoretic relations (such as set
equality or membership) are not of direct intrinsic interest in analysis, but only properties that (i)
can be captured in terms of real values, and (ii) are compatible with the topological notions (of
proximity and approximation) implied by the use of such real values.

In sum, the notion of ({⊤,⊥}-valued) predicate of discrete logic in the sense above is trans-
formed per our tenet into the following definition:

A real-valued 𝑛-ary predicate on a set 𝐴 is a function 𝑃 ∶ 𝐴𝑛 → ℝ.
Our tenet does not specify the mathematical “meaning” or interpretation of real-valued pred-

icates, although eventual interpretations of real-valued predicates should feel completely natural
and compatible with standard use of real-valued notions in analysis. Philosophically, predicates 𝑃
should only be used in manners compatible with the topology of ℝ in the sense that “proximity” of
the values 𝑃 (�̄�), 𝑃 (�̄�) means that, at least insofar as the property 𝑃 expresses or captures, �̄� is close
to �̄�.

2The logical symbols ⊤ (“top”), ⊥ (“bottom”) entail the meaning of “true” and “false”, respectively.
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The interpretation of a metric

Going back to a given pseudometric space 𝑋 = ⟨𝑋, d⟩, the metric d is a binary (real-valued)
predicate on 𝑋. Intuitively, d is a topological (“soft”, or “graded”) notion of “equality”, where the
property “d(𝑥, 𝑦) = 0” relaxes the (set-theoretic) binary relation of equality “𝑥 = 𝑦” (literally —and
very unpleasantly— captured by the “diagonal relation” 𝐸 = {(𝑥, 𝑥) ∶ 𝑥 ∈ 𝑋}; in other words,
“=” is the predicate Pred𝐸). However, the notion of “sameness” carried by “d(𝑥, 𝑦) = 0” is softer
and topological: a value d(𝑥, 𝑦) near 0 means that 𝑥, 𝑦 are “nearly” equal.

The property d(𝑥, 𝑥) = 0 dictates that (in this context), 0 is the interpretation value one should
use as “⊤” (true). Symmetry d(𝑥, 𝑦) = d(𝑦, 𝑥) reflects the symmetry of equality. The transitivity of
equality needs to be captured “softly” as a property of the real-valued predicate d: this is captured
by the triangle inequality d(𝑥, 𝑦) ≤ d(𝑥, 𝑧) + d(𝑧, 𝑦) which implies (in a quantitative yet simple
manner) that when 𝑥 is near 𝑧, and 𝑧 near 𝑦, then 𝑥 is near 𝑦. In fact, when 𝑥 is near 𝑦, then the
real values (“properties”) d(𝑥,𝑤), d(𝑤, 𝑦) of 𝑥, 𝑦 with respect to any other point 𝑤 are equally near
because |d(𝑥, 𝑦) − d(𝑦,𝑤)| ≤ d(𝑥, 𝑦) (regardless of the absolute magnitudes of the individual values
d(𝑥, 𝑦), d(𝑦,𝑤)).

2.2 Real-valued structures
A vocabulary for real-valued structures is a pair 𝑉 = (𝙵, 𝙿), where

• 𝙵 is a collection of formal symbols 𝚏, called function symbols, each of which has associated
a natural 𝑛𝚏 ∈ ℕ, called the arity of 𝑓 ;

• 𝙵 is a collection of formal symbols 𝚙, called predicates symbols, each of which has associated
a natural 𝑛𝚙 ∈ ℕ, called the arity of 𝑝.

Each of the collections 𝙵, 𝙿 is otherwise arbitrary.
23 Example. The vocabulary 𝑉met for metric (or pseudometric) spaces has empty function symbol
collection 𝙵 = {} and predicate symbol collection 𝙿 = {𝚍}, where 𝚍, a symbol of arity 𝑛𝚍 = 2 (i.e.,
a binary predicate symbol) is a formal “name” (eventually used to denote the metric —real binary
predicate— of pseudometric spaces —see Definition 24 and Example ?? (1) below).
24 Definition (Real-valued structure).
Let 𝑉 = (𝙵, 𝙿) be any vocabulary for real-valued structures. A real-valued structure with vocabu-
lary 𝑉 (or real 𝑉 -structure) is a triple

 = ⟨𝑀,𝐹 , 𝑃 ⟩,

where
• 𝑀 is a nonempty set, called the universe (or underlying set) of ,
• 𝐹 is a family (𝚏 ∶ 𝚏 ∈ 𝙵) indexed by 𝙵 that, to each function symbol 𝚏 ∈ 𝙵, assigns a

function 𝚏 ∶𝑀𝑛 →𝑀 of arity 𝑛 = 𝑛𝚏.
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• 𝑃 is a family (𝚙 ∶ 𝚙 ∈ 𝙿) indexed by 𝙿 that, to each predicate symbol 𝚙 ∈ 𝙿, assigns a
real-valued predicate (i.e., real-valued function) 𝚙 ∶𝑀𝑛 → ℝ of arity 𝑛 = 𝑛𝚙.

𝐹 , 𝑃 are called, respectively, the family of functions, and of predicates, of .
We often prefer calling functions 𝚏 ∈ 𝐹 the operations of . For emphasis, we also say that

the operations 𝚏 (and predicates 𝚙) are “distinguished” in the sense that each is the interpretation
of a specific symbol 𝚏 ∈ 𝙵 (or 𝚙 ∈ 𝙿). From an “external” (non-structural) viewpoint, the set 𝑀
admits a plethora of operations 𝑔 ∶𝑀𝑚 →𝑀 and real-valued functions 𝑞 ∶𝑀𝑚 → ℝ; however, all
such are operations and predicates are undistinguished (“external”) as they generally bear no direct
relation to the distinguished structural components (operations and predicates) of ; properties
of𝑀 , or even of the structure , that are captured only through external operations and predicates
are not germane to the structural perspective.

Henceforth, “structure” means “real-valued structure” in the sense of Definition 24 unless
explicitly said otherwise.

Examples of real-valued structures
Pseudometric spaces

For 𝑉met = ({}, {𝚍}) the vocabulary of metric spaces, a real 𝑉 -structure is of the form  =
⟨𝑀, (), (d)⟩ where 𝚍 is an (otherwise arbitrary) function d ∶𝑀 ×𝑀 → ℝ. In particular, any met-
ric (or pseudometric) space 𝑋 = ⟨𝑋, d⟩ may be regarded as a 𝑉 -structure  = ⟨𝑋, (), (d)⟩. Since
𝑋 and  are identical in all essential aspects, we regard (pseudo)metric spaces as 𝑉met-structures.
(Of course, any d ∶ 𝑋 ×𝑋 → ℝ yields a 𝑉met-structure ⟨𝑋, (), (d)⟩ without regard to any properties
possessed by d.)

Discrete real vector spaces

Real vector spaces are of the (usual) form 𝑋 = ⟨𝑋, 0,+, ⋅⟩ having 𝑋 as underlying set (whose
element 𝑥 we call “vectors”), 0 ∈ 𝑋 as the “zero vector”, and carrying the binary operation of
addition + and the operation of multiplication ⋅ ∶ ℝ ×𝑋 → 𝑋 by real scalars.

From the structural perspective:
• specifying the “zero” element of 𝑋 amounts to a nullary operation on 𝑋 (i.e., 𝑛𝟶 = 0), for

which we introduce the symbol 𝟶.3
• multiplication by each fixed real scalar 𝑟 ∈ ℝ is a unary function 𝑋 → 𝑋 for which we

introduce the symbol 𝚛⋅ (one for each 𝑟 ∈ ℝ).
• addition on 𝑋 is a binary operation which will be denoted by the formal symbol +.
3By definition, a nullary operation is a function 𝑓 ∶ 𝑋0 → 𝑋. However, 𝑋0 = {∙} is a singleton whose only

element is the “null tuple” ∙ = () consisting of no elements of𝑋; therefore, the function 𝑓 is characterized by its single
value 𝑓 (∙) ∈ 𝑋. In practice, thus, a nullary function on 𝑋 amounts to nothing more and nothing less than specifying
some element 𝑎 ∈ 𝑋.
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• the set-theoretic relation of equality “𝑥 = 𝑦” must be included as the interpretation of a binary
predicate on 𝑋, for which we introduce the symbol 𝚍 (our preferred symbol for a metric, for
reasons that will become clear). Specifically, d ∶ 𝑋 ×𝑋 → {0, 1} is taken as the function

d(𝑥, 𝑦) =

{

0, (𝑥 = 𝑦)
1, (𝑥 ≠ 𝑦),

Thus, real vector spaces in the sense above are axiomatically “discrete”.
From a structural perspective, the vocabulary for real vector spaces is 𝑉 d

vec = (𝙵vec, {𝚍}), where
𝚍 is a binary relation symbol, and with function symbol collection

𝙵vec = {𝟶,+} ∪ {𝚛⋅ ∶ 𝑟 ∈ ℝ},

of arities 𝑛𝟶 = 0, 𝑛+ = 2, and 𝑛𝚛⋅ = 1 for 𝑟 ∈ ℝ.
To a given vector space 𝑋 = ⟨𝑋, 0,+, ⋅⟩ (in the usual sense) there corresponds a 𝑉 d

vec-structure
 = ⟨𝑋, (0,+, 𝑟⋅ ∶ 𝑟 ∈ ℝ), (d)⟩,

where the meaning of 𝟶 is the zero element of 𝑋, of + is the addition +, of 𝚛⋅ is the function
𝑟⋅ ∶ 𝑥↦ 𝑟𝑥, and d is the discrete metric as explained above.

The passage from 𝑋 to  is innocuous, so we may regard vector spaces in the usual sense as
𝑉 d
vec-structures.

A structure  = ⟨𝑋, (0,+, 𝑟⋅ ∶ 𝑟 ∈ ℝ), (d)⟩ is a vector space if the interpretation of operations
in 𝙵vec and of the relation d obey the usual vector-space axioms relative to set-theoretic equality
interpreted as d, namely, for all 𝑥, 𝑦, 𝑧 ∈ 𝑋 and 𝑟, 𝑠 ∈ ℝ:

• d is a pseudometric;4

• [d is discrete] d(𝑥, 𝑦) = 0 or d(𝑥, 𝑦) = 1;
Henceforth, we write 𝑥 ≖ 𝑦 to mean d(𝑥, 𝑦) = 0.

• [Addition and scalar multiplication are well defined modulo ≖] 𝑥 ≖ 𝑦 implies:
– 𝑥 + 𝑧 ≖ 𝑦 + 𝑧 and 𝑧 + 𝑥 ≖ 𝑧 + 𝑦),
– 𝑟 ⋅ 𝑥 ≖ 𝑟 ⋅ 𝑦;

• [0 is neutral for addition] 𝑥 + 0 ≖ 𝑥 and 𝑥 ≖ 𝑥 + 0;
• [Addition is commutative] 𝑥 + 𝑦 ≖ 𝑦 + 𝑥;
• etc.
The most important classical example of a metric on a vector space which is compatible with

the vector operations is when the metric is associated to a norm ‖⋅‖; this leads to the definition of
normed vector space in Section 3 below.

4Strictly speaking, d is only a discrete pseudometric. We will not assume d satisfies d0⇒=. The remaining axioms
will use the indistinguishability relation ≖ of d in place of set-theoretic equality.
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Exercise 17

1. Complete the list of axioms for discrete real vector spaces above.
2. Why is it necessary to require that operations be well defined modulo ≖?
3. Assume that  = ⟨𝑋, (… ), (d)⟩ is a structure in the language 𝑉 d

vec which satisfies all the
axioms for discrete vector spaces except perhaps the axiom “d is discrete” (where “𝑥 ≖ 𝑦”
is still interpreted as the relation “d(𝑥, 𝑦) = 0” in the remaining axioms). Define the discrete
binary predicate d′ ∶ 𝑋 ×𝑋 → {0, 1} by

d′(𝑥, 𝑦) =

{

0 (d(𝑥, 𝑦) = 0),
1 (d(𝑥, 𝑦) ≠ 0).

Show that  ′ obtained from  replacing d by d′ is a discrete vector space.

Exercise 17.3 shows that merely replacing discrete equality by a (“continuous”) pseudometric
(while keeping the axioms of a vector space otherwise unchanged) does not lead to a richer class
of structures. This motivates the need to introduce (non-discrete) notions of vector spaces that are
axiomatized differently from the discrete ones; such is the main goal of the following chapter.

Discrete real vector lattices

The vocabulary for real vector lattices5 is an expansion 𝑉Riesz = ⟨𝙵Riesz, (𝚍)⟩ of 𝑉 d
vec, where

𝙵Riesz = (𝟶,+, 𝚛⋅,∨,∧ ∶ 𝑟 ∈ ℝ),

with ∨,∧ binary function symbols (denoting the operations of join and meet, respectively) expand-
ing the function collection 𝙵vec for vector spaces. A discrete real vector lattice is a 𝑉Riesz-structure

𝑋 = ⟨𝑋, 0,+, 𝑟⋅,∨,∧, d ∶ 𝑟 ∈ ℝ⟩

where
• d is a discrete metric on 𝑋 (takes only values 0, 1);

The relation “𝑥 ≖ 𝑦” henceforth means “d(𝑥, 𝑦) = 0”.
• the reduct ⟨𝑋, 0,+, 𝑟⋅, d ∶ 𝑟 ∈ ℝ⟩ to the vocabulary 𝑉 d

vec is a discrete vector space as in
Section 2.2 above;

• the reduct ⟨𝑋,∨,∧, d⟩ is a lattice: for all 𝑥, 𝑦, 𝑧 ∈ 𝑋,
– ∨ and ∧ are well defined (mod ≖);
– [idempotence] 𝑥 ∧ 𝑥 ≖ 𝑥 ≖ 𝑥 ∨ 𝑥;
– [absorption] 𝑥 ∧ (𝑥 ∨ 𝑦) ≖ 𝑥 ≖ 𝑥 ∨ (𝑥 ∧ 𝑦);

5A real vector lattice —not necessarily discrete— is also called a Riesz space.
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– [commutativity] 𝑥 ∧ 𝑦 ≖ 𝑦 ∧ 𝑥, and 𝑥 ∨ 𝑦 ≖ 𝑦 ∨ 𝑥;
– [associativity] 𝑥 ∧ (𝑦 ∧ 𝑧) ≖ (𝑥 ∧ 𝑦) ∧ 𝑧, and 𝑥 ∨ (𝑦 ∨ 𝑧) ≖ (𝑥 ∨ 𝑦) ∨ 𝑧;

• the lattice operations are compatible with the vector structure:
– [Positive homogeneity] 𝑟(𝑥 ∧ 𝑦) ≖ (𝑟𝑥) ∧ (𝑟𝑦), and 𝑟(𝑥 ∨ 𝑦) ≖ (𝑟𝑥) ∨ (𝑟𝑦) for 𝑟 ≥ 0;
– [Negative homogeneity] 𝑟(𝑥 ∧ 𝑦) ≖ (𝑟𝑥) ∨ (𝑟𝑦), and 𝑟(𝑥 ∨ 𝑦) ≖ (𝑟𝑥) ∧ (𝑟𝑦) for 𝑟 ≤ 0;
– [Translation invariance] (𝑥+𝑧)∧(𝑦+𝑧) ≖ (𝑥∧𝑦)+𝑧, and (𝑥+𝑧)∨(𝑦+𝑧) ≖ (𝑥∨𝑦)+𝑧.

(In particular, either of the lattice operations may be defined in terms of the other, e.g., 𝑥 ∧ 𝑦 =
−((−𝑥) ∨ (−𝑦)), so either one of them is redundant.)

A discrete real vector lattice is called distributive if it satisfies:
• [distributivity] 𝑥 ∧ (𝑦 ∨ 𝑧) ≖ (𝑥 ∧ 𝑦) ∨ (𝑥 ∧ 𝑧), and 𝑥 ∨ (𝑦 ∧ 𝑧) ≖ (𝑥 ∨ 𝑦) ∧ (𝑥 ∨ 𝑧).
The definitions of discrete vector space and discrete vector lattice are not very natural from a

real-valued perspective. As soon as one allows the pseudometric to be nondiscrete, the axioms given
in terms of the strictly discrete relation 𝑥 ≖ 𝑦 become topologically incompatible (discontinuous)
with respect to the d-metric topology.

Exercise 18
Let ⟨𝑋, 0,+, 𝑟⋅,∧,∨, d⟩ be a vector lattice.

Part I
Show that 𝑥 ∧ 𝑦 ≖ 𝑥 holds iff 𝑥 ∨ 𝑦 ≖ 𝑦. These equivalent properties will be denoted “𝑥 ≤ 𝑦”.

Part II
Show that “𝑥 ≤ 𝑦” is (i) a partial ordering of 𝑋, (ii) has symmetric part ≖ in the sense that

𝑥 ≤ 𝑦 ≤ 𝑥 iff 𝑥 ≖ 𝑦, and (iii) possesses the following properties (universally for all 𝑥, 𝑦, 𝑧 ∈ 𝑋 and
𝑟 ∈ ℝ):

1. [Translation invariance] 𝑥 ≤ 𝑦 implies 𝑥 + 𝑧 ≤ 𝑦 + 𝑧;
2. [Homogeneity]

• 𝑥 ≤ 𝑦 and 𝑟 ≥ 0 imply 𝑟𝑥 ≤ 𝑟𝑦;
• 𝑥 ≤ 𝑦 and 𝑟 ≤ 0 imply 𝑟𝑥 ≥ 𝑟𝑦;

3. [Least upper bounds] Given 𝑥, 𝑦 ∈ 𝑋 there is 𝑧 ∈ 𝑋 such that 𝑧 ≤ 𝑤 whenever 𝑤 ≥ 𝑥 and
𝑤 ≥ 𝑦. (Hint: Let 𝑧 ∶= 𝑥 ∨ 𝑦.)

4. [Greatest lower bounds] Given 𝑥, 𝑦 ∈ 𝑋 there is 𝑧 ∈ 𝑋 such that 𝑧 ≥ 𝑤 whenever 𝑤 ≤ 𝑥
and 𝑤 ≤ 𝑦.

25 Remark. Exercise 18 suggests that one can re-define a (discrete) vector lattice as a structure
in the vocabulary (𝙵Riesz∖{∧,∨}, {≤, d}) that drops the join and meet operations, adding instead a
binary discrete predicate ≤. The vector space axioms together with the properties in Part II may
be taken as axioms for vector lattices in this alternate vocabulary. Joins may be defined using the
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Least Upper Bound axiom (the witness element 𝑧 therein is unique modulo ≖ and may be taken as
the definition of 𝑥 ∨ 𝑦). Meets are similarly defined using greatest lower bounds. (The Axiom of
Choice is necessary to select one such witness 𝑧 given 𝑥, 𝑦.)6

Since we prefer to have explicit structure rather than implicit, we have defined vector lattices as
possessing join/meet operations instead of an ordering predicate ≤.

Function lattices Fix a set 𝐷 (the “domain”). One may endow the set ℝ𝐷 of all real-valued
functions 𝑓 ∶ 𝐷 → ℝ with the structure of a discrete Riesz space (real vector lattice), namely

ℝ𝐷 ∶= ⟨ℝ𝐷, 0,+, 𝑟⋅,∧,∨, d⟩

with the usual element (constant function) 0 ∶ 𝑥 ↦ 0, pointwise addition + and pointwise scalar
multiplication 𝑟⋅, pointwise minimum as meet ∧ and pointwise maximum as join ∨. The predicate
d is the discrete metric (d(𝑓, 𝑔) = 0 iff 𝑓 (𝑥) = 𝑔(𝑥) for all 𝑥 ∈ 𝐷; d(𝑓, 𝑔) = 1 otherwise).

More generally, any subset  ⊆ ℝ𝐷 containing 0 that is closed the vector lattice operations
yields a Riesz subspace

 ∶= ⟨ , 0,+, 𝑟⋅,∧,∨, d⟩

of ℝ𝐷 (where the operations +, 𝑟⋅,∧,∨ are the restrictions to  of those on ℝ𝐷).
Substructures  of some structure 𝐷 will be called concrete vector lattices. Although discrete

vector lattices are not of great intrinsic interest, various notions of topological vector lattices are
of paramount importance in analysis. Topological vector lattices (under various assumptions) are
isomorphic to concrete ones. These matters will be discussed in Section *** below.
26 Remark. Although concrete vector sublattices  of ℝ𝐷 consist of (some) functions 𝑓 ∶ 𝐷 →
ℝ𝐷, we stress that the vocabulary 𝑉Riesz does not capture the “functional” nature of elements 𝑓 ∈ 
in any direct manner: 𝑉Riesz does not include real-valued predicates giving the evaluation values 𝑓 (𝑥)
for 𝑥 ∈ 𝐷 —indeed, the vocabulary does not allow “speaking” about the set 𝐷 nor its points at all.

Although (topological) vector lattices are quintessential structures of functional analysis, the
choice of a vocabulary that intentionally abstracts away (“hides”) the “underlying” functional na-
ture of lattice elements 𝑓 is quite typical. In practice, “functional” analysis is the study of (topolog-
ical) vector spaces (including vector lattices) rather than literally the study of functions or function
spaces.

Our structural viewpoint and reliance on real-valued types de facto represent a back-to-roots
approach to functional analysis where elements are studied through real-valued functions —their
types.

Exercise 19
Show that ℝ𝐷 and  above are discrete real vector lattices as per Section 2.2.
The notions of discrete vector space and discrete vector lattice above are structural, but are real-

valued in name only rather than in an essential manner because of the assumption that d is discrete
6In this discrete setting (only!), it is even possible to drop the metric d as well as the operations ∧,∨ —keeping

only ≤. The axioms for ≤ imply that the expansion whereby d is defined by d(𝑥, 𝑦) = 0 iff 𝑥 ≤ 𝑦 ≤ 𝑥 (and d(𝑥, 𝑦) = 1
otherwise) is a discrete vector lattice in the vocabulary with predicates {≤, d}.
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(or, as shown in Exercise 17, because the axioms ultimately only depend on the relation “𝑥 ≖
𝑦” —literally, d−1(0)— which effectively trivializes the topology on the set ℝ of logical values).
Therefore, they are meant only as motivation going forward when we shall introduce structures
whose axioms capture the topology of ℝ in meaningful ways when predicates are nondiscrete.



Chapter 3

Normed vector spaces

Metric spaces and real vector spaces are structures of fundamental interest in analysis. Section 2.2
above introduced the vocabulary 𝑉 d

vec = (𝙵vec, {𝚍}) for real vector spaces, regarded de facto as
discrete structures. However, the discrete axioms for vector spaces above are unnatural for studying
them from the perspective of analysis.

The problem is that the axioms are expressed in terms of the discrete relation ≖ defined as
d−1(0). All properties d(𝑥, 𝑦) = 𝑟 for 𝑟 ≠ 0 effectively become 𝑥 ̸≖ 𝑦. If d takes only the values
0 but no other values in a neighborhood of 0 (e.g., if d is discrete) then the discrete axioms are
appropriate. However, if one wishes to impose a topology on 𝑋 compatible with interpretations
of d possibly taking values that accumulate at 0, then the discrete axioms are discontinuous with
respect to values of d, violating our tenet.

The notion of pseudometric space stands in stark contrast to the definition of discrete vector
spaces. The pseudometric axioms are all captured in terms of equalities (and inequalities) between
real values of the distance predicate d; in fact, one of the most elementary properties of the metric
topology on one such𝑋 is the (1-Lipschitz) continuity of the map d ∶ 𝑋×𝑋 → ℝ. Such continuity
is not an axiom of pseudometric spaces, but follows immediately from the triangle inequality.

In many ways, the historical genesis of functional analysis is about finding ways (many different
ones, because there is no unique or best approach) to study vector spaces in richer vocabularies that
the above vocabulary 𝑉 d

vec (which is only useful for the study of vector spaces from a purely discrete
perspective sans analysis).

3.1 Some general topological considerations
Analysis and topology seem to find their closest points of contact in the setting of functional anal-
ysis. Adhering to our tenet to study structures exclusively through real-valued predicates, we will
not consider “abstract” topological spaces at any point. After all, the notion of topological space is
quite set-theoretical, while our focus is to study properties of sets and their elements only through
real predicates. Of course, as soon as one has real-valued functions (i.e., predicates) on (Cartesian
powers of) a set 𝑀 , our philosophy (that properties are slightly perturbed when predicate values
are slightly perturbed) implies a topology on 𝑀 .

In Section ***, we shall introduce a canonical topology  on each structure . Presently, we
make only some remarks:

32
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• each 𝑛-ary predicate 𝑝 ∶ 𝑀𝑛 → ℝ is -continuous, as is each 𝜑 in a larger collection of
real-valued 𝑘-ary functions on 𝑀 (called real-valued “first-order predicates” or “formulas”);

•  is the initial topology by the collection of all unary first-order predicates 𝜑 ∶ 𝑀 → ℝ
(i.e., the coarsest of all topologies making every unary 𝜑 continuous).

Consequently, from the real-valued perspective, we shall deal primarily with topologies that are
initial with respect to real-valued functions, sometimes, with non-initial topologies (such as metric
topologies) that are still characterized in terms of reals, but not directly with topologies in the most
general set-theoretic sense.

3.2 Normed vector and Banach spaces and lattices

Metric vector spaces
By way of motivation, we begin the discussion of normed vector spaces with exercises introducing
an ad hoc notion of “metric vector space” (to be later superseded by the notion of “normed vector
space”).

Exercise 20
Throughout this Exercise, a metric vector space1 is a 𝑉 d

vec-structure  = ⟨𝑋, 0,+, 𝑟⋅, d ∶ 𝑟 ∈ ℝ⟩
satisfying the following properties for all 𝑥, 𝑦, 𝑧 ∈ 𝑋 and 𝑟, 𝑠 ∈ ℝ:
• ⟨𝑋, d⟩ is a pseudometric space, whose implied zero-distance relation will be denoted ≖;
• “Vector Space” axioms:

– 𝑥 + 0 ≖ 𝑥;
– 𝑥 + 𝑦 ≖ 𝑦 + 𝑥;
– 𝑥 + (𝑦 + 𝑧) ≖ (𝑥 + 𝑦) + 𝑧;
– 1 ⋅ 𝑥 ≖ 𝑥;
– 𝑟 ⋅ (𝑠 ⋅ 𝑥) ≖ (𝑟𝑠) ⋅ 𝑥;
– (𝑟 + 𝑠) ⋅ 𝑥 ≖ (𝑟 ⋅ 𝑥) + (𝑠 ⋅ 𝑥);
– 𝑟 ⋅ (𝑥 + 𝑦) ≖ (𝑟 ⋅ 𝑥) + (𝑟 ⋅ 𝑦).

• “Metric” axioms:
– [Translation invariance] d(𝑥 + 𝑧, 𝑦 + 𝑧) = d(𝑥, 𝑦);
– [Homogeneity] d(𝑟𝑥, 0) = |𝑟| d(𝑥, 0);
– [Sub-additivity] d(𝑥 + 𝑦, 0) ≤ d(𝑥, 0) + d(𝑦, 0);

(The simplified notations 𝑟𝑥, 𝑟𝑥 + 𝑠𝑦,−𝑥, 𝑥 − 𝑦 for 𝑟 ⋅ 𝑥, (𝑟𝑥) + (𝑠𝑦), (−1)𝑥, 𝑥 + (−𝑦) will be used
henceforth.)

Prove the following:
1Strictly speaking, d induces a metric only on 𝑋∕≖: d is merely a pseudometric on 𝑋.



CHAPTER 3. NORMED VECTOR SPACES 34

1. For each 𝑥 ∈ 𝑋, the function ℝ → 𝑋 ∶ 𝑟 ↦ 𝑟𝑥 (“dilation of 𝑥”) is continuous.
2. Let the product space 𝑋2 = 𝑋 ×𝑋 be endowed with the real-valued predicate

d2 ∶ ((𝑥1, 𝑦1), (𝑥2, 𝑦2)) ↦ max{d(𝑥1, 𝑥2), d(𝑦1, 𝑦2)}.

Show that d2 is a pseudometric on 𝑋2, and addition is a continuous function 𝑋2 → 𝑋.
In sum, the notion of metric vector space in Exercise 20 seems natural enough, and implies de-

sired continuity properties of vector space operations. (Note that the notion is really a pseudometric
one, since the axioms rely only on the intrinsic pseudometric equivalence ≖, not on set-theoretic
equality.)

Exercise 21
Let  = ⟨𝑋, 0,… , d⟩ be a metric vector space as in Exercise 20 above. Define the norm ‖⋅‖ =

‖⋅‖ obtained from the metric d on  as the real-valued predicate 𝑥↦ ‖𝑥‖ ∶= d(𝑥, 0).
Part I

Show that d may be recovered from ‖⋅‖ using the identity d(𝑥, 𝑦) = ‖𝑦 − 𝑥‖.
Part II

A (general) norm on  is any real-valued 𝑁 ∶ 𝑋 → ℝ satisfying the following properties for
all 𝑥, 𝑦 ∈ 𝑋 and 𝑟 ∈ ℝ:

1. [Positivity] 𝑁(𝑥) ≥ 0;
2. [Homogeneity] 𝑁(𝑟𝑥) = |𝑟|𝑁(𝑥);
3. [Sub-additivity] 𝑁(𝑥 + 𝑦) ≤ 𝑁(𝑥) +𝑁(𝑦).

Show that the norm ‖𝑥‖ ∶= d(𝑥, 0) of a metric vector space is a norm in this sense (i.e., ‖⋅‖ is
positive, homogeneous and sub-additive).

Part III
Show that any norm 𝑁 ∶ 𝑋 → [0,+∞) on, say, a discrete vector space ⟨𝑋,… , 𝛿⟩ yields a

metric vector space ⟨𝑋,… , d𝑁⟩ when 𝛿 is replaced by the metric d𝑁 (𝑥, 𝑦) ∶= 𝑁(𝑦 − 𝑥).
(In other words, a norm𝑁 on a “discrete” vector space naturally relaxes the discrete 𝛿-topology

to a metric topology d𝑁 , typically non-discrete.)
Part IV

Prove that d𝑁 = d when 𝑁 = ‖⋅‖ is obtained from a metric vector space ⟨𝑋,… , d⟩. More-
over, show that d𝑁 is discrete if and only if 𝑁 is identically zero. (Any nontrivial norm 𝑁 gives
a metric d𝑁 easily seen —by homogeneity— to take all values in [0,∞), hence d𝑁 is as non-
discrete/“continuous” as possible.)

Exercise 21 shows that the notion of (real-valued) “norm” on a vector space is materially equiv-
alent to the metric d (satisfying the Metric Vector Space axioms, of course). This motivates the
next section.
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Normed vector spaces
The vocabulary for normed vector spaces is 𝑉nrm = (𝙵vec, {𝙽}) where 𝙵vec is the set of symbols
for operations of vector spaces, and 𝙽 is a symbol for a unary real-valued predicate. (Exercise 21
illustrates the very common practice of using the nomenclature ‖⋅‖ for the norm–predicate 𝙽 of a
𝑉nrm-structure  .)
27 Definition (Normed Vector Spaces). A normed vector space is a 𝑉nrm-structure

 = ⟨𝑋, 0,+, 𝑟⋅, ‖⋅‖ ∶ 𝑟 ∈ ℝ⟩

satisfying the following requirements for all 𝑥, 𝑦, 𝑧 ∈ 𝑋 and 𝑟, 𝑠 ∈ ℝ:
• [Norm Axioms] The (real-valued unary predicate) ‖⋅‖ is a norm:

1. ‖0‖ = 0;
2. ‖𝑥‖ ≥ 0 (nonnegativity),
3. ‖𝑟𝑥‖ = |𝑟| ‖𝑥‖ (homogeneity),
4. ‖𝑥 + 𝑦‖ ≤ ‖𝑥‖ + ‖𝑦‖ (sub-additivity —the “Triangle Inequality”).

• [Vector Axioms] (Recall the standard abbreviations −𝑢 ∶= (−1)𝑢 and 𝑢 − 𝑣 ∶= 𝑢 + (−𝑣).)
The relation 𝑥 ≖ 𝑦 defined by ‖𝑦 − 𝑥‖ = 0 satisfies:

– 𝑥 + (𝑦 + 𝑧) ≖ (𝑥 + 𝑦) + 𝑧;
– 𝑥 + 𝑦 ≖ 𝑦 + 𝑥;
– 1 ⋅ 𝑥 ≖ 𝑥;
– 𝑟 ⋅ (𝑠 ⋅ 𝑥) ≖ (𝑟𝑠) ⋅ 𝑥.
– (𝑟 + 𝑠) ⋅ 𝑥 ≖ (𝑟 ⋅ 𝑥) + (𝑠 ⋅ 𝑥);

The norm-induced metric (or ‖⋅‖-metric) on  is the predicate d = d = d
‖⋅‖ defined by

d(𝑥, 𝑦) ∶= ‖𝑦 − 𝑥‖ (= ‖𝑦 + ((−1) ⋅ 𝑥)‖).

(Although, sensu stricti, not a distinguished predicate of  since it is not named in the vocabu-
lary 𝑉nrm, we will effectively treat d as distinguished when given the meaning above.)

Exercise 22
Let  = ⟨𝑋,… , ‖⋅‖⟩ be a normed vector space.

Part I
Show that d = d

‖⋅‖ is a pseudometric on 𝑋.
Part II

Let𝑋♯ ∶= 𝑋∕ ≖ be the quotient of𝑋 (seen as metrized by d
‖⋅‖) by the zero-distance relation ≖.

(Elements of 𝑋♯ are d0-equivalence classes of the form 𝑥♯ = {𝑧 ∈ 𝑋 ∶ ‖𝑧 − 𝑥‖ = 0} for 𝑥 ∈
𝑋.) Show that the operations (and the predicate ‖⋅‖) of  induce corresponding (well-defined)
operations (as well as a predicate ‖⋅‖♯) on 𝑋♯ in the natural way:



CHAPTER 3. NORMED VECTOR SPACES 36

• the zero of 𝑋♯ is 0♯;
• addition on 𝑋♯ is +♯ ∶ (𝑥♯, 𝑦♯) ↦ (𝑥 + 𝑦)♯;
• multiplication by a scalar 𝑟 ∈ ℝ on 𝑋♯ is 𝑟⋅♯ ∶ 𝑥♯ ↦ (𝑟𝑥)♯;
• the norm on 𝑋♯ is ‖⋅‖♯ ∶ 𝑥♯ ↦ ‖𝑥‖.

Moreover,  ♯ ∶= ⟨𝑋♯, 𝑂♯, 𝑟⋅♯, ‖⋅‖♯ ∶ 𝑟 ∈ ℝ⟩ is a normed vector space that is reduced in the metric
sense: 𝑥♯ = 𝑦♯ only if 𝑥♯ ≖ 𝑦♯. (In particular, 0♯ is the unique zero-norm element of 𝑋♯.)

Caveat: The standard nomenclature for the notion of normed vector space introduced above is
“semi-normed vector space”. The term “normed vector space” is commonly reserved for normed
vector spaces that are reduced in the sense of Exercise 22 II. Since the zero-distance relation 𝑥 ≖ 𝑦 is
structurally meaningful, while literal set-theoretic equality 𝑥 = 𝑦 of elements of𝑋 is not, we prefer
“normed vector spaces” as the default (more general) nomenclature, with the adjective “reduced”
added only when necessary. We will use the adjective faithful for the norm ‖⋅‖ on a reduced space
(when the zero-distance relation is set-theoretic equality —this is standard nomenclature).

Exercise 23
Let  = ⟨𝑋,… , ‖⋅‖⟩ be a normed vector space (say, reduced, for simplicity). Replace the

norm ‖⋅‖ with the discrete metric

𝛿(𝑥, 𝑦) ∶=

{

0, if ‖𝑥 − 𝑦‖ = 0;
1, if ‖𝑥 − 𝑦‖ > 0.

Prove that 𝛿 ∶= ⟨𝑋,… , 𝛿⟩ is a discrete vector space.
28 Convention. We will tacitly assume that normed vector spaces are reduced in the sense that
‖𝑥‖ = 0 implies 𝑥 = 0 (set-theoretically). (Without this convention, one must explicitly assume
that operations are, at the very least, well defined modulo ≖𝑋 .)

Normed vector lattices
The vocabulary for normed vector lattices is 𝑉

‖Riesz‖ = ⟨𝙵Riesz, {𝙽}⟩, where 𝙽 is a unary predicate
symbol (i.e., the binary metric symbol 𝚍 in the signature for vector lattices is replaced by a “norm”
unary symbol 𝔑).

A normed vector lattice is a 𝑉
‖Riesz‖-structure

 = ⟨𝑋, 0,+, 𝑟⋅,∧,∨, ‖⋅‖ ∶ 𝑟 ∈ ℝ⟩

such that:
• the 𝑉nrm-reduct ⟨𝑋, 0,+, 𝑟⋅, ‖⋅‖ ∶ 𝑟 ∈ ℝ⟩ is a normed vector space (henceforth regarded as a

pseudometric space by the ‖⋅‖-metric d
‖⋅‖ and with zero-distance relation ≖);

• ∨ and ∧ are 1-Lipschitz ‖⋅‖-continuous functions;
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• the reduct ⟨𝑋,∨,∧, ‖⋅‖⟩ is a distributive lattice: the idempotence, absorption, commutativity,
associativity and distributivity laws (modulo ≖) are satisfied.

• the lattice operations are compatible with the vector structure, i.e., homogeneous and trans-
lation invariant (modulo ≖).

For 𝑥 ∈ 𝑋, define its positive part 𝑥+ ∶= 𝑥 ∨ 0, its negative part 𝑥− = (−𝑥)+ = (−𝑥) ∨ 0 =
−(𝑥 ∧ 0), and its “pointwise” magnitude |𝑥| ∶= 𝑥 ∨ (−𝑥).

Exercise 24
Let  be a Banach lattice.

Part I
Show that the (discrete) ordering relation “𝑥 ≤ 𝑦” on 𝑋 defined by “𝑥 ∧ 𝑦 ≖ 𝑥” is a partial

ordering for which the join and meet operations are lattice operations in the usual sense (i.e., 𝑧 ≥ 𝑥
and 𝑧 ≥ 𝑦 iff 𝑧 ≥ 𝑥 ∨ 𝑦, and similarly for ≤ and ∧).

Part II
The positive cone of a Banach lattice 𝑋 is the set 𝑋+ = {𝑥 ∈ 𝑋 ∶ 𝑥 ≥ 0}. Show that 𝑋+

is closed under addition, multiplication by positive scalars, and under finite convex combinations
(i.e., if 𝑥𝑖 ∈ 𝑋+ and 𝑟𝑖 ∈ [0, 1] such that ∑𝑖 𝑟𝑖 = 1, then ∑

𝑖<𝑛 𝑟𝑖𝑥𝑖 ∈ 𝑋+.)

* Exercise 25
Let  = ⟨𝑋, 0,+, 𝑟⋅,∧,∨, ‖⋅‖ ∶ 𝑟 ∈ ℝ⟩ be a normed vector lattice. Prove the identities (for all

𝑥, 𝑦, 𝑧 ∈ 𝑋):
1. 𝑥 ≖ 𝑥+ − 𝑥−;
2. |𝑥| ≖ 𝑥+ + 𝑥−;
3. |𝑥 − 𝑦| ≖ |𝑥+ − 𝑦+| + |𝑥− − 𝑦−|;
4. |𝑥 − 𝑦| ≖ |(𝑥 ∨ 𝑧) − (𝑦 ∨ 𝑧)| + |(𝑥 ∧ 𝑧) − (𝑦 ∧ 𝑧)|.

29 Remarks. Although the notion of normed vector lattice is quite standard and of great importance
in functional analysis, there are several different definitions. The most common (classical) defini-
tion (e.g., as per Lindenstrauss-Zafriri’s Classical Banach Spaces) includes the discrete relation
“𝑥 ≤ 𝑦” as an ingredient of the definition. Instead of imposing a Lipschitz condition on the lattice
operations, the classical definition imposes a compatibility requirement between the discrete rela-
tion ≤ and the lattice operations which, a posteriori, implies that the lattice operations are Lipschitz
(using identity (4) in Exercise 25). (Worse even, some authors only require a Lipschitz condition
without specifying a constant. A posteriori, the latter is typically not a significant issue because a
lattice admitting any Lipschitz constant is continuously homeomorphic to one with Lipschitz con-
stant 1.) From a real-valued structural perspective, it is more natural (and ultimately equivalent) to
require 1-Lipschitz continuity axiomatically and dispense with the ordering relation ≤ altogether,
at least as part of the vocabulary.
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Banach spaces
30 Definition. A normed vector space  = ⟨𝑋, 0 ,+, 𝑟⋅, ‖⋅‖ ∶ 𝑟 ∈ ℝ⟩ is called a Banach space if
⟨𝑋, d⟩ is a complete metric space (where d is the ‖⋅‖-pseudometric). Explicitly,

• [faithfulness] ‖𝑥‖ = 0 only if 𝑥 = 0 , and
• [completeness] every sequence (𝑥𝑛) ⊆ 𝑋 that is Cauchy (in the ‖⋅‖-metric d) converges.

With “𝑥 ≖ 𝑦” the zero-distance relation ‖𝑦 − 𝑥‖ = 0, we say that is Banach modulo zero-distance
(or (mod ≖)) if 𝑋∕≖ is Banach.
31 Remarks. Many natural normed vector spaces  are Banach spaces, or at least Banach modulo
zero-distance. For that reason, Banach spaces play a central role in functional analysis.

From our perspective, normed vector space are more fundamental structures. We often ap-
proach completeness from the perspective that proximal metric types are realized. While proximal
types are important, properties captured by distal types are also very important. In our view, a
priori classical notions of completeness in various senses (including in the metric sense) are best
understood as approximations to the more general phenomenon of saturation first introduced in
nonstandard analysis, which in our structural approach to (standard) analysis is captured via types.

Banach lattices
A vector lattice whose 𝑉nrm-reduct is a Banach space is called a Banach lattice.

By continuity of the lattice operations, any vector lattice may be embedded into a Banach lattice
(in the sense of “isomorphic embedding”, i.e., in particular, the norm is preserved in the embed-
ding).

3.3 Finite-dimensional 𝓁𝑝-spaces
(“Normed space” means “normed vector space” henceforth.)

For any natural 𝑛 ∈ ℕ, the set
ℝ𝑛 ∶= {(𝑥1, 𝑥2,… , 𝑥𝑛) ∶ 𝑥𝑖 ∈ ℝ (𝑖 = 1, 2,… , 𝑛)}

of 𝑛-tuples of real numbers has zero element 0 = (0, 0,… , 0) as well as the standard “coordinate-
wise” operations of addition and scalar multiplication. (Note: ℝ0 has as sole element “zero” the
empty tuple ().) Although ℝ𝑛 may be regarded as a discrete vector space ⟨ℝ𝑛, 0,+, 𝑟⋅, 𝛿⟩ under
such operations (which is the manner in which elementary linear algebra books define the “vector
spaces” ℝ𝑛), such viewpoint is divorced from the topology of ℝ and therefore unnatural.

The functional analytic viewpoint replaces the discrete metric 𝛿 on ℝ𝑛 with one of various
classical norms which we introduce in a series of exercises.

Exercise 26 𝓁𝑝(𝑛)
Given 𝑛 ∈ ℕ, prove that each of the 𝑉nrm-structures below is a Banach space with underlying

pointset ℝ𝑛, and that the respective norm-topologies on ℝ𝑛 are all the same (usual) topology given
by the Euclidean norm ‖⋅‖2. (Theorem 42 below explains such topological coincidence in general.)
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Part I — 𝓁1
(𝑛)

𝓁1
(𝑛) ∶= ⟨ℝ𝑛,… , ‖⋅‖1⟩,

where the “𝓁1-norm” of a vector 𝑥 ∈ ℝ𝑛 is defined by

‖𝑥‖1 ∶=
𝑛
∑

𝑖=1

|

|

𝑥𝑖|| .

* Part II — 𝓁𝑝(𝑛)Fix any real 𝑝 ∈ [1,+∞). (𝑝 = 1 is the simplest case, covered in Part I above.) Let
𝓁𝑝(𝑛) ∶= ⟨ℝ𝑛,… , ‖⋅‖𝑝⟩,

where the “𝓁𝑝-norm” is defined by

‖𝑥‖𝑝 ∶=

(

𝑛
∑

𝑖=1

|

|

𝑥𝑖||
𝑝

)1∕𝑝

.

Note that ‖⋅‖2 is the Euclidean distance. [Hint: The proof of sub-additivity requires Minkowski’s
inequality —which reduces to Cauchy-Schwarz when 𝑝 = 2.]

Part III — 𝓁∞
(𝑛)

𝓁∞
(𝑛) ∶= ⟨ℝ𝑛,… , ‖⋅‖∞⟩

where the “𝓁∞-norm” (also called “supremum norm” because of its definition below) is defined by
‖𝑥‖∞ ∶= sup

1≤𝑖≤𝑛
|

|

𝑥𝑖|| .

(Of course, the supremum of the magnitudes of the 𝑛 coordinates is simply the maximum thereof.)
Part IV

Show that, for fixed 𝑥 ∈ ℝ𝑛, the function
‖𝑥‖⋅ ∶ 𝑝↦ ‖𝑥‖𝑝

is continuous on the interval [1,+∞].

Exercise 27
Show that each of the structures 𝓁𝑝(𝑛) admits an expansion to a Banach lattice when endowed

with the operations of pointwise maximum and minimum as join and meet. What is the Lipschitz
constant for the join and meet operations?
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3.4 𝓁𝑝 spaces
Finite-dimensional “ell-𝑝” spaces 𝓁𝑝(𝑛) were introduced in Exercise 26. As explained in Section 3.3,
normed spaces of the same finite dimension 𝑛, although perhaps cosmetically different-looking, are
all isomorphic —if not isometric— to (say) 𝓁∞

(𝑛) as proved in Theorem 42.
The situation for infinite dimensional normed spaces is drastically different. We shall now

introduce the infinite-dimensional spaces 𝓁𝑝 (little-ell 𝑝).
Below, 𝜅 shall denote an arbitrary ordinal (typically, but not necessarily, a cardinal). The or-

dinal 𝜅 = 𝜔 (the cardinality of the set ℕ of naturals) will be the case of primary interest, but we
choose to give the general definition in order to have examples of (intuitively speaking) spaces of
arbitrarily large, plus-quam-countable dimension.
32 Convention. We adopt the von Neumann convention that any ordinal 𝜅 is the set {𝑖 ∶ 𝑖 < 𝜅} of
its predecessors. When 𝜅 is used as index set (as we will) it is always in the von Neumann sense.
In particular, 𝜔 = {0, 1, 2,…} is the (same as the) set ℕ of naturals from this viewpoint. On the
other hand, a natural 𝑛, regarded as a cardinal and used as an index set, becomes {0, 1,… , 𝑛 − 1}.

Caveat: For finite ordinals 𝜅 = 𝑛, this has the quirky effect that 𝑛-tuples become of the form
(𝑥0, 𝑥1,… , 𝑥𝑛−1) indexed by 𝑖 < 𝑛, rather than by 1 ≤ 𝑖 ≤ 𝑛.

At any rate, ℝ𝜅 is the set of “𝜅-long” sequences �̄� = (𝑥𝑖 ∶ 𝑖 < 𝜅) ⊆ ℝ (i.e., functions �̄� ∶ 𝜅 →
ℝ). ℝ𝜔 is the usual set of countable, i.e., 𝜔-sequences (𝑥0, 𝑥1,… , 𝑥𝑛,…).
33 Definition. Let 𝜅 be any ordinal and 𝑝 ∈ [1,∞). The 𝓁𝑝-gauge of 𝑥 = (𝑥𝑖) ∈ ℝ𝜅 is defined by

⟦𝑥⟧𝑝 =
∑

𝑖<𝜅

|

|

𝑥𝑖||
𝑝 ∈ [0,∞]

(i.e., as the supremum of sums ||
|

𝑥𝑖1
|

|

|

𝑝
+ ⋯ + |

|

|

𝑥𝑖𝑛
|

|

|

𝑝 of entries given by finitely many indexes 𝑖1 <
𝑖2 <⋯ < 𝑖𝑛).The normed space 𝓁𝑝(𝜅) = ⟨𝓁𝑝(𝜅), 0,+, 𝑟⋅, ‖⋅‖𝑝 ∶ 𝑟 ∈ ℝ⟩ has

• underlying set
𝓁𝑝(𝜅) ∶= {𝑥 ∈ ℝ𝜅 ∶ ⟦𝑥⟧𝑝 <∞},

• zero element 0 = (0)𝑖<𝜅 ,
• pointwise addition 𝑥 + 𝑦 ∶= (𝑥𝑖 + 𝑦𝑖)𝑖<𝜅 ,
• pointwise scalar multiplication 𝑟𝑥 ∶= (𝑟𝑥𝑖)𝑖<𝜅 , and
• norm

‖𝑥‖𝑝 = ⟦𝑥⟧1∕𝑝𝑝 =

(

∑

𝑖<𝜅

|

|

𝑥𝑖||
𝑝

)1∕𝑝

,

The 𝓁∞-norm on ℝ𝜅 is
‖𝑥‖∞ = sup

𝑖<𝜅
|

|

𝑥𝑖|| ∈ [0,∞].
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The normed space 𝓁∞
(𝜅) = ⟨𝓁∞

(𝜅), 0,+, 𝑟⋅, ‖⋅‖∞ ∶ 𝑟 ∈ ℝ⟩ has underlying set
𝓁∞
(𝜅) ∶= {𝑥 ∈ ℝ𝜅 ∶ ‖𝑥‖∞ <∞},

zero 0 = (0)𝑖<𝜅 and the (pointwise) operations formally defined in identical manner to the spaces𝓁𝑝(𝜅)for 𝑝 <∞ above.

* Exercise 28 𝓁𝑝(𝜅) spaces

Part I
Prove that 𝓁𝑝(𝜅) is a Banach space for any ordinal 𝜅 and all 𝑝 ∈ [1,∞].
[Hint: Minkowski’s Inequality ensures that ‖⋅‖𝑝 is sub-additive. Individual (“𝑖-th”) entries

of a Cauchy sequence (𝑥(𝑛))𝑛<𝜔 in 𝓁𝑝(𝜅) form a Cauchy sequence (𝑥(𝑛)𝑖 )𝑛<𝜔 in ℝ, which thus has a
“pointwise” limit 𝑦 = (lim𝑛 𝑥

(𝑛)
𝑖 )𝑖<𝜅 ∈ ℝ𝜅 . The final (simple) task is to show that (𝑥(𝑛)) converges

to 𝑦 in norm.]
Part II

Show that, up to isomorphism (i.e., isometry), 𝓁𝑝(𝜅) depends only on the cardinality |𝜅| of 𝜅.
[Hint: If |𝜆| = |𝜅|, then any bijection 𝑓 ∶ 𝜆 → 𝜅 induces a norm-preserving linear map

𝑓 ∶ 𝓁𝑝(𝜅) → 𝓁𝑝(𝜆) ∶ (𝑥𝑖) ↦ (𝑥𝑓 (𝑖)).]
34 Convention. When the ordinal 𝜅 is omitted, it is understood to be 𝜔. Henceforth, 𝓁𝑝 shall
denote the Banach space 𝓁𝑝(𝜔) with underlying set 𝓁𝑝 = 𝓁𝑝(𝜔) ⊆ ℝ𝜔.

From a structural perspective, 𝓁𝑝(𝜅) is characterized up to isomorphism (isometry) by the car-
dinality |𝜅|. (The ordering of 𝜅 was not used in defining the space 𝓁𝑝(𝜅) at any rate.) Going for-
ward, we relax the requirement that 𝜅 be an ordinal and, for any set 𝐷, we introduce the structures
𝓁𝑝(𝐷) ⊆ ℝ𝐷 in the obvious (same) manner.

Exercise 29 𝑐00 and 𝑐0
This exercise introduces the subspace 𝑐00 ⊆ 𝓁𝑝 for 𝑝 ∈ [1,∞].
𝑐00 is the subset of𝓁𝑝 consisting of “finitely supported” sequences 𝑥 = (𝑥0, 𝑥1,…), i.e., such that

𝑥𝑖 ≠ 0 for (only) finitely many 𝑖 < 𝜔. Evidently, 𝑐00 is a subset of 𝓁𝑝 closed under vector operations,
so it is a subspace of 𝓁𝑝 as well as the underlying pointset of a normed space 𝑐𝑝00 = ⟨𝑐00,… , ‖⋅‖𝑝⟩.(From a structural viewpoint, there is one such normed space 𝑐𝑝00 for each 𝑝.)

Part I
For 1 ≤ 𝑝 <∞, show that 𝑐00 is dense in 𝓁𝑝 (i.e., 𝓁𝑝 = 𝑐00 is the ‖⋅‖𝑝-norm closure of 𝑐00.)

Part II
Let 𝑐0 = 𝑐00 be ‖⋅‖∞-closure of 𝑐00 in 𝓁∞. Thus, 𝑐0 is the underlying set of a bona fide Banach

space 𝑐0 = ⟨𝑐0,… , ‖⋅‖∞⟩.Show that 𝑐0 is the set of (“zero-limit”) sequences 𝑥 ∈ ℝ𝜔 such that lim𝑖→∞ 𝑥𝑖 = 0. Deduce
that 𝑐00 ⊊ 𝑐0 ⊊ 𝓁∞.
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Exercise 30
Show that each space 𝓁𝑝(𝜅) admits an expansion to a Banach lattice when endowed with the op-

erations ∨,∧ of pointwise maximum and minimum, respectively. What are the Lipschitz constants
for ∨,∧

* Exercise 31

Part I
For 𝑝 ∈ (0, 1), one may define a 𝑉nrm-structure 𝓁𝑝(𝜅) using Definition 33. Show that the real-

valued predicate ‖⋅‖𝑝 is, however, not a norm, so the structure is not a normed space.
Part II

Show that, for 𝑝 ∈ (0, 1),
d𝑝(𝑥, 𝑦) ∶= ⟦𝑦 − 𝑥⟧𝑝 ∶=

∑

𝑖<𝑘

|

|

𝑦𝑖 − 𝑥𝑖||
𝑝

is a metric on the set 𝓁𝑝(𝜅) = {𝑥 ∈ ℝ𝜅 ∶ ⟦𝑥⟧𝑝 < ∞}. In this manner, one obtains a 𝑉 d
vec-

structure 𝓁𝑝(𝜅) = ⟨𝓁𝑝(𝜅),… , d𝑝⟩. Show that the operations of addition and scalar multiplication are
d𝑝-continuous. (𝓁𝑝(𝜅) is “almost” a metric vector space in the sense of Section 3.2 —only homo-
geneity fails.)

3.5 Operators, functionals and Banach duals
35 Definitions. Let  = ⟨𝑋, 0 ,+ , 𝑟⋅ , ‖⋅‖ ∶ 𝑟 ∈ ℝ⟩ and  = ⟨𝑌 , 0 ,+ , 𝑟⋅ , ‖⋅‖ ∶ 𝑟 ∈ ℝ⟩
be normed spaces. A map 𝑇 ∶ 𝑋 → 𝑌 is called (discretely) linear if it is well defined modulo the
zero-distance relation ≖ for ‖⋅‖ and respects the linear structure proper. Explicitly (in addition to
being well defined modulo ≖), for 𝑥, 𝑥1, 𝑥2 ∈ 𝑋 and 𝑟 ∈ ℝ:

0. [Zero-preserving] 𝑇 (0 ) ≖ 0 ;2

1. [Additivity] 𝑇 (𝑥1 + 𝑥2) ≖ 𝑇 (𝑥1) + 𝑇 (𝑥2);
2. [Homogeneity] 𝑇 (𝑟 ⋅ 𝑥) ≖ 𝑟 ⋅ 𝑇 (𝑥).
A bounded linear transformation 𝑇 ∶ 𝑋 → 𝑌 is a linear map such that, for some real 𝐶 ≥ 0:

‖𝑇 (𝑥)‖ ≤ 𝐶 ‖𝑥‖ for all 𝑥 ∈ 𝑋.
(By homogeneity, the condition above is equivalent to ‖𝑇 (𝑥)‖ ≤ 𝐶 whenever |𝑥| ≤ 1.) The word
operator will be used as a synonym of bounded linear transformation.

The operator norm of a linear map 𝑇 ∶ 𝑋 → 𝑌 is
‖𝑇 ‖ ∶= sup

‖𝑥‖≤1
‖𝑇 (𝑥)‖ .

2It is very easy to show that an additive and homogeneous transformation must preserve zero; however, it seems
appropriate to explicitly require that a linear map preserve zero so that it is (by definition) compatible with all operations
of the vocabulary 𝑉vec.
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By homogeneity, one sees that 𝑇 is bounded (i.e., is an operator) iff 𝑇 has finite operator norm
‖𝑇 ‖ <∞.

Operators 𝑇1, 𝑇2 ∶ 𝑋 → 𝑌 are called (modulo-zero) equivalent (denoted: 𝑇1 ≖ 𝑇2) if 𝑇1(𝑥) ≖
𝑇2(𝑥) for all 𝑥 ∈ 𝑋.

Operators 𝑇 ∶ 𝑋 → 𝑌 , 𝑈 ∶ 𝑌 → 𝑋 are called (modulo-zero) inverses if 𝑈◦𝑇 ≖ id𝑋and 𝑇 ◦𝑈 ≖ id𝑌 ; each of 𝑇 , 𝑈 is said to be a (modulo-zero) inverse to the other. An operator
𝑇 ∶ 𝑋 → 𝑌 is called an isomorphism if it has a (modulo-zero) inverse. Such space are called
isomorphic, an (equivalence) relation denoted 𝑋 ≅ 𝑌 .

A discrete- (resp., continuous-)linear functional on  is a discrete (resp., continuous) linear
map 𝜑 ∶ 𝑋 → ℝ. Here, the codomain ℝ is seen as the underlying set of a normed vector space
ℝ = ⟨ℝ, 0,+, 𝑟⋅, |⋅| ∶ 𝑟 ∈ ℝ⟩ whose norm is the absolute value predicate 𝑟↦ |𝑟|.

Given any normed vector space  = ⟨𝑋,… , ‖⋅‖⟩ let 𝑋∗ be the set of continuous linear func-
tionals on  . The dual space of  is the normed vector space

∗ = ⟨𝑋∗, 0,+, 𝑟⋅, ‖⋅‖∗⟩

where ‖𝑓‖∗ ∶= sup
‖𝑥‖≤1 |𝑓 (𝑥)| is the norm of 𝑓 regarded as a linear operator 𝑓 ∶ 𝑋 → ℝ.

Exercise 32 Dual of a vector lattice
Let  = ⟨𝑋,… ,∨,∧, ‖⋅‖⟩ be a normed vector lattice whose normed vector space reduct has

dual ∗ = ⟨𝑋∗,… , ‖⋅‖∗⟩ (as a normed vector space). Define the join and meet operations on 𝑋∗

“pointwise”, first on arguments 𝑥 ≥ 0, by
(𝑓 ∨ 𝑔)(𝑥) ∶= sup

0≤𝑦≤𝑥
(𝑓 (𝑦) + 𝑔(𝑥 − 𝑦))

(𝑓 ∧ 𝑔)(𝑥) ∶= inf
0≤𝑦≤𝑥

(𝑓 (𝑦) + 𝑔(𝑥 − 𝑦)),

and extended to all elements 𝑥 = 𝑥+ − 𝑥− ∈ 𝑋 by (𝑓 ∨ 𝑔)(𝑥) = (𝑓 ∨ 𝑔)(𝑥+) − (𝑓 ∨ 𝑔)(𝑥−) and
(𝑓 ∧ 𝑔)(𝑥) = (𝑓 ∧ 𝑔)(𝑥+) − (𝑓 ∧ 𝑔)(𝑥−). When so expanded, show that ∗ = ⟨𝑋∗,⋯∨,∧, ‖⋅‖∗⟩
is a Banach lattice such that 𝑓+(𝑥+) ≥ 0 for all 𝑓 ∈ 𝑋∗ and 𝑥 ∈ 𝑋 (i.e., the “evaluation pairing”
respects the lattice structures).
Caveat. An isomorphism 𝑇 between normed spaces  = ⟨𝑋,… , ‖⋅‖𝑋⟩ and  = ⟨𝑌 ,… , ‖⋅‖𝑌 ⟩ in
the sense of operator theory (as defined above) —having (say) modulo-zero inverse 𝑆 ∶ 𝑌 → 𝑋—
need not preserve the norms, i.e., only inequalities of the form ‖𝑇 (𝑥)‖𝑌 ≤ 𝐶 ‖𝑥‖𝑋 and ‖𝑆(𝑦)‖𝑋 ≤
𝐶 ‖𝑦‖𝑌 are required to hold.

If 𝑇 preserves norm in the sense that ‖𝑇 (𝑥)‖𝑌 = ‖𝑥‖𝑋 for all 𝑥 ∈ 𝑋, then 𝑇 is called an
isometric embedding of  into  . If 𝑆 is a modulo-zero inverse to 𝑇 which is also an isometric
embedding (of  into ), then 𝑇 is called an isometry between  and  . (By the Bounded Inverse
Theorem 45, a surjective isometric embedding of a Banach space is an isometry.)
36 Remarks. • We have chosen to write conditions 0.–2. in the precise form above to em-

phasize that linear maps intertwine the operations of  and  (i.e., are homomorphisms).
Going forward, the conditions will be written in the simpler-looking forms: 𝑇 (0) ≖ 0,
𝑇 (𝑥1 + 𝑥2) ≖ 𝑇 (𝑥1) + 𝑇 (𝑥2) and 𝑇 (𝑟𝑥) ≖ 𝑟𝑇 (𝑥).
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• In Banach spaces (or any reduced spaces for that matter), “modulo zero” becomes “equal” in
the set-theoretic sense.

• Since a Lipschitz map is obviously well defined modulo zero-distance, Theorem 37 below
implies that operators are necessarily well defined modulo ≖.

• Discrete linearity is a very fragile notion, unnatural from a structural perspective; it does not
play well with the norm-topology because it does not impose any continuity requirements.

• The canonical dual-pair expansion is generally not a commutative procedure. If one starts
with the dual normed vector space ∗ = ⟨𝑋∗,… , ‖⋅‖∗⟩, then its dual ⟨𝑋∗∗),… , ‖⋅‖∗∗⟩ need
not be isomorphic to . There is an isometric canonical embedding of as a subspace of∗∗,
but generally the embedding is not surjective. The embedding is𝑋 ↦ 𝑋∗∗ ∶ 𝑥 ↦ ev𝑥, where
ev𝑥 ∶ 𝑓 ↦ 𝑓 (𝑥) is the “evaluation at 𝑥” map (a Lipschitz linear functional on 𝑋∗). Spaces
for which ∗∗ is isomorphic to  called reflexive. We have seen that 𝓁𝑝 spaces are reflexive
for 𝑝 ∈ (1,∞). However, 𝓁1 is not reflexive. Exercise 37 shows that the canonical embedding
𝓁1 ⊆ (𝓁∞)∗ is not surjective, but this is not enough! However, one can show that the map
 ↦  ∗ is injective —in fact, ‖ ∗ − ∗

‖ = 2 for all ultrafilters  ≠  ∈ 𝛽ℕ. Since
𝓁1 has a countable dense subset (which, e.g., may be taken as a subset of 𝑐00), the collection
{ ∗ ∶  ∈ 𝛽ℕ} cannot isometrically embed in 𝓁1.

37 Theorem. For a linear map 𝑇 ∶ 𝑋 → 𝑌 between normed spaces, the following properties are
equivalent:

1. 𝑇 is continuous;

2. 𝑇 is continuous at 0 ;

3. 𝑇 is bounded;

4. 𝑇 is Lipschitz (in the norm-metrics d , d ).

If (1)–(4) hold, the operator norm ‖𝑇 ‖ is the infimum of Lipschitz constants for 𝑇 .

(A map 𝑓 ∶ ⟨𝑋, d𝑋⟩ → ⟨𝑌 , d𝑌 ⟩ between pseudometric spaces is Lipschitz if, for some 𝐶 ≥ 0,
the inequality d𝑌 (𝑓 (𝑥1), 𝑓 (𝑥2)) ≤ 𝐶 d𝑋(𝑥1, 𝑥2) holds for all 𝑥1, 𝑥2 ∈ 𝑋. Such𝐶 is called a Lipschitz
constant for 𝑓 .)

Exercise 33
Prove Theorem 37.

38 Corollary. Let  = ⟨𝑋,… , ‖⋅‖⟩ be a normed vector space, and let 𝑁 ∶ 𝑋 → [0,∞) be any
(other) norm on  . The following properties are equivalent:

1. 𝑁 is continuous in the ‖⋅‖-metric of  .

2. 𝑁 is ‖⋅‖-bounded: there exists 𝐶 ≥ 0 such that 𝑁(𝑥) ≤ 𝐶 ‖𝑥‖ for all 𝑥 ∈ 𝑋.

Moreover, such 𝐶 are precisely Lipschitz constants for 𝑁 with respect to the ‖⋅‖-metric on 𝑋.
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Proof. The asserted equivalence is that of (2) and (3) in Theorem 37 for the identity map 𝑇 = id
from ⟨𝑋,… , ‖⋅‖⟩ to ⟨𝑋,… , 𝑁⟩.
39 Definitions. Let  = ⟨𝑋,… , ‖⋅‖⟩ be a normed space, and 𝑆 ⊆ 𝑋 be any subset. The implied
zero-distance relation “‖𝑦 − 𝑥‖ = 0” is denoted “𝑥 ≖ 𝑦”. (This is literal equality “𝑥 = 𝑦” when 
is reduced; in particular, in any Banach space).

A linear combination of a finite tuple �̄� = (𝑥1,… , 𝑥𝑛) ⊆ 𝑋 is any element 𝑥 ∶=
∑𝑛

𝑖=1 𝑟𝑖𝑥𝑖for some real scalars 𝑟1,… , 𝑟𝑛. (Any element at zero distance from such linear combination is
structurally de facto a linear combination.) A finite linear combination of elements of 𝑆 is any
linear combination of a finite tuple (𝑥1,… , 𝑥𝑛) ⊆ 𝑆. The span (modulo ≖) of an 𝑛-tuple �̄� or a
set 𝑆 is the set all elements of 𝑋 at zero distance from some (finite) linear combination of �̄� or 𝑆,
respectively.3 (When 𝑆 is infinite, one may consider “infinite” linear combinations which will be
discussed later.)

A finite tuple (𝑥1,… , 𝑥𝑛) ⊆ 𝑋 is linearly independent (modulo ≖) if, for all scalars 𝑟1,… , 𝑟𝑛,the “null-combination” condition ∑𝑛
𝑖=1 𝑟𝑖𝑥𝑖 ≖ 0 implies 𝑟1 = ⋯ = 𝑟𝑛 = 0. 𝑆 is called a set of

finitely (linearly) independent elements if every finite tuple (𝑥𝑖) ⊆ 𝑆 is linearly independent.4
Henceforth, “span” and “linear independence” are meant in the “modulo zero-distance” senses

above, unless otherwise specified.
 is finite-dimensional if there is a finite tuple �̄� = (𝑥1,… , 𝑥𝑛) ⊆ 𝑋 whose linear combinations

span 𝑋 modulo zero-distance. The least such 𝑛 (if any) is called the dimension of  , and any
corresponding spanning tuple �̄� is a basis (or base) of  (abusing nomenclature, “of 𝑋”).

A non-finite dimensional space is called infinite-dimensional; such spaces are spanned (mod-
ulo ≖) by no finite tuple of elements.
Caveat. The definition of “basis” above is for finite-dimensional spaces. The notion of basis for
infinite-dimensional spaces is quite delicate. We warn the reader that the notions of basis allowing
only finite linear combinations (a so-called Hamel basis, of limited use in analysis) and of basis
allowing infinite linear combinations (subject to some convergence condition) are quite different.

Functional analysis focuses on infinite-dimensional vector spaces carrying “good” topologies,
of which normed vector spaces are the foremost example. With the above in mind, finite-dimensional
results are relatively trivial and of little intrinsic interest in functional analysis.

Some facts about finite-dimensional spaces are summarized in the following:
40 Theorem. Let  = ⟨𝑋,… , ‖⋅‖⟩ be a normed vector space of finite dimension 𝑛. (By Defini-
tion 39 above, 𝑛 is the least length of a tuple of elements spanning 𝑋.)

1. Every independent 𝑚-tuple extends to a basis, and therefore has length 𝑚 ≤ 𝑛.

2. Every spanning 𝑚-tuple has a sub-tuple that is a basis, and therefore has length 𝑚 ≥ 𝑛.

3. Bases of  are precisely of the following (equivalent) forms:

• Minimal tuples (𝑥𝑖) spanning 𝑋.
3The empty tuple () ⊆ 𝑋 is allowed; it has length 𝑛 = 0 and its span consists of only the —“empty”— combination

0 ∈ 𝑋.
4In particular, the empty tuple () ⊆ 𝑋 is (“vacuously”) linearly independent, as is the empty set 𝑆 = {}.
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• Maximal linearly independent tuples (𝑥𝑖).

In particular, a length-𝑛 tuple spans 𝑋 iff it is independent.

For the exercises below, we introduce some definitions. A function 𝑓 ∶ 𝑋 → 𝑌 between metric
spaces  = ⟨𝑋, d𝑋⟩ and  = ⟨𝑌 , d𝑌 ⟩ is called

• well-defined modulo zero (or “modulo zero(-distance)”) if 𝑥1 ≖𝑋 𝑥2 implies 𝑓 (𝑥1) ≖𝑌 𝑓 (𝑥2);
• injective modulo 0 if d𝑌 (𝑦1, 𝑦2) = 0 implies d(𝑥1, 𝑥2) = 0;
• surjective modulo 0 if the image 𝑓 (𝑋) is dense in 𝑌 , i.e., if for all 𝜀 > 0 and 𝑦 ∈ 𝑌 there is
𝑥 ∈ 𝑋 such that d𝑌 (𝑦, 𝑓 (𝑥)) < 𝜀;

• bijective modulo 0 if it is both injective and surjective modulo zero;
When 𝑋, 𝑌 are normed spaces, the notions above refers to the norm-metrics on 𝑋, 𝑌 .
41 Remark. There are various ways —none canonical— of mirroring the set-theoretic notion
of “injective function” in real-valued structures. Injectivity modulo zero-distance (let alone set-
theoretic injectivity) is an ad hoc (and fragile) property, because a positive value d𝑌 (𝑦1, 𝑦2) > 0
implies nothing about d(𝑥1, 𝑥2), i.e., there is no parameter 𝜀 built into the definition to “soften” the
notion as defined. Set-theoretic surjectivity is also very delicate and unnatural from a real-valued
perspective. By contrast, the notion of surjectivity modulo zero-distance is completely natural.

Exercise 34
Let  = ⟨𝑋,… , ‖⋅‖⟩ be a normed vector space.

Part I
Show that every finite tuple �̄� = (𝑥1,… , 𝑥𝑛) ⊆ 𝑋 induces a linear map

𝑇�̄� ∶ 𝓁∞
(𝑛) → 

�̄� = (𝑟𝑖)𝑛𝑖=1 ↦
𝑛
∑

𝑖=1
𝑟𝑖𝑥𝑖

with operator norm ‖

‖

𝑇�̄�‖‖ ≤
∑𝑛

𝑖=1
‖

‖

𝑥𝑖‖‖.
Part

If 𝑇�̄� above is regarded as a map 𝓁1
(𝑛) →  instead, show that it has operator norm ‖

‖

𝑇�̄�‖‖ ≤
sup1≤𝑖≤𝑛 ‖‖𝑥𝑖‖‖.

Part II
Show that 𝑇�̄� is (i) injective (mod 0) iff �̄� is linearly independent, and (ii) surjective (mod 0) iff

�̄� spans 𝑋.
42 Theorem. Any two normed vector spaces of the same finite dimension are isomorphic.
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(Theorem 42 is a special case of a pivotal result in Banach space theory: the Open Mapping
Theorem *** below.)

Up to isomorphism, the only zero-dimensional normed vector space is a one-point space 𝑋 =
{0} with all trivial operations (and norm). We consider only spaces of finite dimension 𝑛 > 0 for
the remainder of the proof.
43 Lemma. If 𝑛 > 0 and 𝑁 ∶ ℝ𝑛 → [0,+∞) is any norm:

1. 𝑁 is continuous in the ‖⋅‖∞-metric;

2. sup
‖�̄�‖∞=1𝑁(�̄�) <∞;

3. if 𝑁 is “strictly positive” in the sense that 𝑁(�̄�) = 0 only when ‖�̄�‖∞ = 0 (i.e., only when
𝑟1 = ⋯ = 𝑟𝑛 = 0), then inf

‖�̄�‖∞=1𝑁(�̄�) > 0.

Proof. For 1 ≤ 𝑖 ≤ 𝑛, let 𝑒𝑖 = (0,… , 0, 1, 0,… , 0) be the 𝑖-th standard basis vector of the underly-
ing set ℝ𝑛 of 𝓁∞

(𝑛). Then we have

𝑁(�̄�) = 𝑁

(

𝑛
∑

𝑖=1
𝑟𝑖𝑒𝑖

)

≤
𝑛
∑

𝑖=1
𝑟𝑖𝑁(𝑒𝑖) ≤

(

𝑛
∑

𝑖=1
𝑁(𝑒𝑖)

)

max
1≤𝑖≤𝑛

|

|

𝑟𝑖|| = 𝐶 ‖�̄�‖∞ ,

say, where 𝐶 ∶=
∑

𝑖𝑁(𝑒𝑖). Thus, 𝑁 is clearly 𝐶-Lipschitz with respect to ‖⋅‖∞, whence (1)
follows.

The set  = {�̄� ∈ ℝ𝑛 ∶ ‖�̄�‖∞ = 1} is nonempty, by the assumption 𝑛 > 0, and compact in
the ‖⋅‖∞-metric, which induces the usual topology of ℝ𝑛. Since 𝑁 is continuous on , its image
 ∶= 𝑁() is a compact subset  ⊆ [0,∞), whence (2) follows. When 𝑁 is strictly positive, (3)
follows from the fact that  ⊆ (0,∞).
Proof of Theorem 42. Let  = ⟨𝑋,… , ‖⋅‖⟩ be any normed space of finite dimension 𝑛 > 0, with
basis �̄� = (𝑥1,… , 𝑥𝑛). Without loss of generality, we may take  to be reduced.5 We show that
𝑇�̄� ∶ 𝓁∞

(𝑛) → 𝑋 ∶ �̄� ↦
∑

𝑖 𝑟𝑖𝑥𝑖 (from Exercise 34 I) is an isomorphism. The function 𝑁 ∶ �̄� ↦
‖

‖

∑

𝑖 𝑟𝑖𝑥𝑖‖‖ is trivially a norm on (the underlying set ℝ𝑛 of) 𝓁∞
(𝑛), and Lemma 43 (2) implies that 𝑇�̄� is

bounded, and hence continuous, by Theorem 40. Since �̄� is a basis and  is reduced by assumption,
𝑇�̄� is a set-theoretic bijection. The set-theoretic inverse 𝑈 ∶= 𝑇 −1

�̄� ∶  → ℝ𝑛 is clearly (discrete)
linear and satisfies 𝑈◦𝑇�̄� = idℝ𝑛 , 𝑇�̄�◦𝑈 = id𝑋; moreover, by Lemma 43 (3),

‖𝑈‖ = sup
‖�̄�‖=1

‖𝑈 (�̄�)‖∞ = sup
‖
𝑇�̄�(�̄�)‖=1

‖�̄�‖∞ = sup
𝑁(�̄�)=1

‖�̄�‖∞ =
(

inf
‖�̄�‖∞=1

𝑁(�̄�)
)−1

<∞.

Exercise 35
Show that Lemma 43 remains true for any of the norms ‖⋅‖𝑝 on ℝ𝑛. How is the Lipschitz

constant 𝐶 affected? [Hint: Exercise 34]
5If ♯ = ⟨𝑋♯,… , ‖⋅‖♯⟩ is the ‖⋅‖-reduction of𝑋, the natural map 𝑇 ∶ 𝑥↦ 𝑥♯ is evidently an isomorphism, which

therefore preserves dimension. (Any set-theoretic left inverse 𝑇 ′ to 𝑇 —i.e., any choice 𝑇 ′(𝜉) of a representative for
each equivalence class 𝜉 ∈ ♯— is a modulo-0 inverse to 𝑇 ). By the transitivity of the relation of isomorphism, it
suffices to show that such reduced 𝑋♯ is isomorphic to 𝓁∞

(𝑛) as done next.
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Exercise 36

Part I
Show that the dual ∗ of an 𝑛-dimensional normed space  is also 𝑛-dimensional (and therefore

isomorphic to ).
* Part II

Show that, for 𝑝 ∈ [1,∞], the dual of 𝓁𝑝(𝑛) is isometric to 𝓁𝑞(𝑛), where 𝑞 is implicitly given by the
relation 1∕𝑝 + 1∕𝑞 = 1 (under which 𝑝 = 1 corresponds to 𝑞 = ∞, and vice versa).

[Hint: Use the standard dot product 𝑥 ⋅ 𝑦 ∶=
∑𝑛

𝑖=1 𝑥𝑖𝑦𝑖 to identify a point 𝑦 ∈ ℝ𝑛 with a linear
functional 𝑦∗ ∶ 𝑥 ↦ 𝑥 ⋅ 𝑦 on ℝ𝑛. Regard 𝑦 ↦ 𝑦∗ as a map 𝓁𝑞(𝑛) → (𝓁𝑝(𝑛))

∗. By Hölder’s inequality,
|𝑥 ⋅ 𝑦| ≤ ‖𝑥‖𝑝 ‖𝑦‖𝑞, so ‖𝑦∗‖∗ ≤ ‖𝑦‖𝑞. Show that any given 𝑓 ∈ (𝓁𝑝(𝑛))

∗ is of the form 𝑓 = 𝑦∗
where 𝑦 = (𝑓 (𝑒𝑖))𝑖<𝑛 (here, 𝑒𝑖 ∈ ℝ𝑛 is the 𝑖-th standard basis vector). When ‖𝑦‖𝑞 > 0, there is 𝑥
such that ‖𝑥‖𝑝 > 0 and |𝑥 ⋅ 𝑦| = ‖𝑥‖𝑝 ‖𝑦‖𝑞: if 𝑝 > 1, take 𝑥 = (𝑥𝑖)𝑛𝑖=1 where 𝑥𝑖 = sgn(𝑦𝑖) ||𝑦𝑖||

𝑞−1.
(Here, sgn(𝑟) ∈ {0, 1,−1} is the sign of 𝑟 ∈ ℝ.) When 𝑝 = 1, then for some 𝑖 the entry 𝑦𝑖 has
magnitude ‖𝑦‖∞: take 𝑥 = 𝑒𝑖 (standard basis vector).]

Exercise 37
(The whole exercise generalizes to 𝓁𝑝(𝜅) for any 𝜅, essentially with the same proofs: we take

𝜅 = 𝜔 only for simplicity.)
Part I

For 𝑝 ∈ [1,∞) show that the dual of 𝓁𝑝 = 𝓁𝑝(𝜔) is isometric to 𝓁𝑞 where 1∕𝑝 + 1∕𝑞 = 1. (The
argument in Exercise 36 applies mutatis mutandis.)

* Part II
Show that 𝑐∗0 —the dual of the Banach subspace 𝑐0 = 𝑐00 ⊆ 𝓁∞— is isometric to 𝓁1.
[Hint: From the normed pair ⟨(𝓁1, 𝑐0),… , (‖⋅‖∞ , ‖⋅‖1 , ⟨⋅ ∣ ⋅⟩) we obtain a continuous embed-

ding 𝑥 ↦ ⟨𝑥 ∣ ⋅⟩ ∶ 𝓁1 → 𝑐∗0 easily seen to preserve norm (by evaluating at vectors 𝑦 ∈ 𝑐0 approx-
imating the vector (sgn(𝑥𝑖))𝑖<𝜔 ∈ 𝓁∞ “in type”, i.e., finitely many coordinates at a time). Given
𝑓 ∈ 𝑐∗0 , let 𝑥𝑖 = 𝑓 (𝑒𝑖) where 𝑒𝑖 is the “𝑖-th unit vector” (0,… , 0, 1, 0,…) of 𝓁1 (with single
nonzero entry equal to 1 at the 𝑖-th place). Let 𝑥 = (𝑥𝑖)𝑖<𝜔. Show that 𝑥 ∈ 𝓁1 and 𝑓 (𝑦) = ⟨𝑥 ∣ 𝑦⟩
for all 𝑦 ∈ 𝑐0.]

* Part III
Let  ∈ 𝛽ℕ be any ultrafilter on 𝜔 (= ℕ). Then  defines a map

 ∗ ∶ 𝓁∞ → ℝ
𝑥↦  lim𝑖 𝑥𝑖.

( ∗ is defined on 𝓁∞ since the entries 𝑥𝑖 of any 𝑥 ∈ 𝓁∞ are bounded, and hence included in a
compact interval [𝑟, 𝑠] ⊆ ℝ.)

Show that
1.  ∗ is a continuous functional with norm ‖ ∗

‖

∗ = 1.
2. If  is nonprincipal, then
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• the restriction  ∗↾𝑐0 is the zero functional 𝑥↦ 0 on 𝑐0;
•  ∗ is not of the form 𝑦∗ ∶ 𝓁∞ → ℝ ∶ 𝑥↦ 𝑥 ⋅ 𝑦 for any 𝑦 ∈ 𝓁1.

(Since 𝑐0 ⊊ 𝓁∞ is a Banach subspace, it follows from the Hahn-Banach Theorem *** that func-
tionals 𝑦∗ ∈ 𝑐∗0 for 𝑦 ∈ 𝓁1 do not exhaust all continuous functionals on 𝓁∞ ⊋ 𝑐0. Part III above
constructs some “missing” such functionals.)

3.6 The Open Mapping and Bounded Inverse Theorems
44 Theorem (Open Mapping Theorem). Let  = ⟨𝑋,… , ‖⋅‖𝑋⟩ and  = ⟨𝑌 ,… , ‖⋅‖𝑌 ⟩ be Banach
spaces. If 𝑇 ∶ 𝑋 → 𝑌 is a surjective operator, then it is an open map (the image of an open𝑈 ⊆ 𝑋
is an open set 𝑇 (𝑈 ) ⊆ 𝑌 .)

Proof. By linearity, it suffices to show that 𝑇 (𝑋(𝑟)) ⊇ 𝑌 (1) for some 𝑟. Since 𝑇 is surjective,
the closed unit ball 𝑌 [1] ∶= {𝑦 ∈ 𝑌 ∶ ‖𝑦‖𝑌 ≤ 1} is included in 𝑇 (𝑋) =

⋃

𝑛<𝜔 𝑇 (𝑋(𝑛)). Now,
𝑌 [1] ⊆ 𝑌 is closed and hence a complete metric space, which has the Baire property. Since every
relatively open ∅ ≠ 𝑆 ⊆ 𝑌 [1] includes an open ∅ ≠ 𝑆 ′ = 𝑆∩𝑌 (1), we see that 𝑇 (𝑋(𝑛))

𝑜
∩𝑌 (1) ≠ ∅

for some 𝑛 < 𝜔. By a linearity argument (combining translations an dilations), it follows that
𝑇 (𝑋(𝐶)) ⊇ 𝑌 (1) for 𝐶 = 2𝑛∕𝜀 (and so 𝑇 (𝑋(𝑟𝐶)) ⊇ 𝑌 (𝑟) for any 𝑟 > 0). In particular, fixing
𝑦 ∈ 𝑌 (1), there exists 𝑥0 ∈ 𝑋(𝐶) such that 𝑦0 ∶= 𝑇 (𝑥0) satisfies ‖

‖

𝑦0 − 𝑦‖‖ < 1∕2. Starting with 𝑥0,recursively construct a sequence (𝑥𝑘)𝑘<𝜔 ⊆ 𝑋(𝐶) such that 𝑠𝑘 ∶= ∑

𝑖≤𝑘 2−𝑖𝑥𝑖 satisfies ‖
‖

𝑇 (𝑠𝑘) − 𝑦‖‖ <
2−(𝑘+1). (At the 𝑘-th step, choose 𝑥𝑘+1 ∈ 𝑋(𝐶) such that ‖

‖

(𝑦 − 𝑇 (𝑠𝑘)) − 2−(𝑘+1)𝑇 (𝑥𝑘+1)‖‖ < 2−(𝑘+2).)
Clearly, (𝑠𝑘) converges to an element 𝑠 of norm ‖𝑠‖ <

∑

𝑘 2−𝑘𝐶 = 2𝐶 such that 𝑇 (𝑠) = 𝑦 (by
continuity of 𝑇 ). Therefore, 𝑇 (𝑋(2𝐶)) ⊇ 𝑌 (1).
45 Theorem (Bounded Inverse Theorem). A bounded linear bijection 𝑇 ∶  →  between Banach
spaces is an isomorphism, i.e., its set-theoretic inverse 𝑆 is also bounded.

Proof. Since 𝑇 is bijective with inverse 𝑆, the inverse image 𝑆−1(𝑈 ) of an open𝑈 ⊆ 𝑋 is precisely
the set 𝑇 (𝑈 ), which is open since 𝑇 is open (by Theorem 44).

3.7 Multinormed spaces and the Banach-Steinhaus Theorem

Multinormed spaces
Fix an arbitrary ordinal 𝜅 ≥ 1. Let 𝙿(𝜅)nrm = {𝙽𝑖 ∶ 𝑖 < 𝜅} be a collection of 𝜅-many distinct unary
predicate symbols 𝙽𝑖 (“norm symbols”). The vocabulary of 𝜅-normed spaces is 𝑉 (𝜅)

nrm = (𝙵vec, 𝙿(𝜅)nrm).6A 𝜅-normed space (or just multi-normed space when 𝜅 is fixed by context) is a 𝑉 (𝜅)
nrm-structure

 = ⟨𝑍, 0,+, 𝑟⋅, ‖⋅‖𝑖 ∶ 𝑟 ∈ ℝ, 𝑖 < 𝜅⟩

such that, for each fixed 𝑖 < 𝜅, the (“reduct”) 𝑉nrm-structure
𝑖 = ⟨𝑍, 0,+, 𝑟⋅, ‖⋅‖𝑖 ∶ 𝑟 ∈ ℝ⟩

6𝑉 (1)
nrm is the vocabulary 𝑉nrm of (single-)normed vector spaces in 3.2.
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(obtained by dropping the interpretations of all but the single symbol 𝙽𝑖) is a (single-)normed space.
(It is customary to use the notation ‖⋅‖𝑖 for the interpretation 𝙽


𝑖 of a norm-symbol 𝙽𝑖.)Each predicate ‖⋅‖𝑖 ∶ 𝑍 → ℝ is called the 𝑖-th norm of .

46 Theorem (Uniform Boundedness Principle). Let  = ⟨𝑍, 0,+, 𝑟⋅, ‖⋅‖𝑖 ∶ 𝑟 ∈ ℝ, 𝑖 < 𝜅⟩ be
a multinormed space. Assume that the single-normed (“reduct”) space 0 = ⟨𝑍,… , ‖⋅‖0⟩ is a
Banach space, and that the family of norms of  is:

1. Pointwise bounded:
sup
𝑖<𝜅

‖𝑧‖𝑖 <∞ for all 𝑧 ∈ 𝑍;

2. Bounded modulo ‖⋅‖0: for each 𝑖 < 𝜅 there is 𝐶𝑖 ≥ 0 such that ‖𝑧‖𝑖 ≤ 𝐶𝑖 ‖𝑧‖0 for all
𝑧 ∈ 𝑍.

Then the family of norms is uniformly bounded modulo ‖⋅‖0: there exists 𝐶 ≥ 0 such that

‖𝑧‖𝑖 ≤ 𝐶 ‖𝑧‖0 for all 𝑧 ∈ 𝑍 and 𝑖 < 𝜅.

Proof. Let ‖⋅‖𝜅 be the real-valued map 𝑧 ↦ sup𝑖<𝜅 ‖𝑧‖𝑖. By pointwise boundedness, ‖⋅‖𝜅 ∶ 𝑍 →
ℝ has (finite) real values, and a routine argument shows that ‖⋅‖𝜅 is a norm on 𝑍. Let 𝜅 =
⟨𝑍,… , ‖⋅‖⟩ be the corresponding normed space. For 𝑖 ≤ 𝜅 and 𝑟 ≥ 0, we let 𝑍𝑖[𝑟] = {𝑧 ∈ 𝑍 ∶
‖𝑧‖𝑖 ≤ 𝑟} be the origin-centered closed ‖⋅‖𝑖-ball of radius 𝑟 in 𝑍, 𝑍𝑖(𝑟) the corresponding open
ball, and 𝑍𝜅[𝑟] ⊆ 𝑍 the corresponding ball for ‖⋅‖𝜅 . Since each norm ‖⋅‖𝑖 is bounded for 𝑖 < 𝜅,
one sees that 𝑍𝜅[𝑟] =

⋂

𝑖<𝜅 𝑍𝑖[𝑟] is closed. Since 𝑍 is complete (hence has the Baire property)
and 𝑍 =

⋃

𝑛<𝜔𝑍𝜅[𝑛] is a countable union of closed sets, we deduce that for some 𝑛 < 𝜔, 𝜀 > 0
and 𝑧 ∈ 𝑍 we have 𝑍𝜅[𝑛] ⊇ {𝑤 ∈ 𝑍 ∶ ‖𝑤 − 𝑧‖ ≤ 𝜀}. Using linearity, it follows easily that
𝑍0[1] ⊆ 𝑍𝜅[𝐶] for some 𝐶 > 0,7 and hence ‖⋅‖𝑖 ≤ ‖⋅‖𝜅 ≤ 𝐶 ‖⋅‖0 for all 𝑖.

The classical result below is a corollary of 46.
47 Theorem (Banach-Steinhaus). If  = ⟨𝑋,… , ‖⋅‖𝑋⟩ is a Banach space,  = ⟨𝑌 ,… , ‖⋅‖𝑌 ⟩ any
normed space, and (𝑇𝑖)𝑖<𝜅 a family of bounded operators 𝑇𝑖 ∶ 𝑋 → 𝑌 that are pointwise bounded
in the sense that

sup
𝑖<𝜅

‖

‖

𝑇𝑖(𝑥)‖‖𝑌 <∞ for all 𝑥 ∈ 𝑋,

then the family (𝑇𝑖) is uniformly bounded: there exists 𝐶 ≥ 0 such that ‖
‖

𝑇𝑖(𝑥)‖‖𝑌 ≤ 𝐶 ‖𝑥‖𝑋 for all
𝑖 < 𝜅.

Proof. Apply Theorem 46 to the family {‖⋅‖𝑋} ∪
(

‖

‖

𝑇𝑖(⋅)‖‖𝑌
)

𝑖<𝜅 .

7One may take, e.g., 𝐶 = 2𝑛∕𝜀.



Chapter 4

Dual pairs and Hilbert spaces

The dual ∗ of a normed space  stands as a normed space in its own right, hence removed from
the fact that elements 𝑓 ∈ 𝑋∗ “are” functionals on 𝑋. Structurally, ∗ has lost any connection
to the original space  . With no significant exception, uses of dual spaces involve the original
space; this speaks of a need to structurally consider both spaces simultaneously. Roughly speaking,
the appropriate structure shall have two separate “underlying pointsets” 𝑋,𝑋∗, each individually
endowed with its own operations and norm, plus an additional predicate relating the sorts —called
the pairing on 𝑋∗ × 𝑋. When 𝑋∗ is the literal dual space of 𝑋, the pairing is the evaluation map
𝑋∗ ×𝑋 → ℝ ∶ (𝑓, 𝑥) ↦ 𝑓 (𝑥).

In order to carry out the above plan, we introduce multisorted real-valued structures. The word
“sort” intuitively means “any specific pointset consisting of elements of a common ‘kind’ ”. For
dual pairs, there will be two sorts, say𝑋 and𝑋∗: elements 𝑥 ∈ 𝑋 are all of the “same kind” —i.e.,
are of “sort 𝑋”— which is completely distinct from the “other kind” of (continuous functionals) 𝑓
of sort 𝑋∗.

4.1 Multisorted real-valued structures

Sort descriptors
A novelty in introducing multisorted structures is that we need to specify, at the outset, distinct
formal names for the distinct sorts of the structure. A collection of sort descriptors (or collection of
sort names) is simply a nonempty collection 𝕄 ≠ ∅ each of whose elements 𝙼 ∈ 𝕄 is called a sort
descriptor (or sort name). (For dual pairs, we will eventually take 𝕄 = {𝚇, 𝚇∗} as the collection of
two purely formal but distinct symbols 𝚇, 𝚇∗.)

Function and relation symbols
Function symbols

Let 𝕄 be any collection of sort descriptors. A collection of function symbols for 𝕄 is a set 𝙵 each of
whose elements is called a function symbol. Each symbol 𝚏 ∈ 𝙵 is explicitly accompanied by (i) a
natural 𝑛 = 𝑛𝚏 ∈ ℕ and (ii) a function descriptor 𝙼(𝚏)⋅ = (𝙼𝑖)𝑖≤𝑛 (an (𝑛 + 1)-tuple of sort descriptors
𝙼𝑖 ∈ 𝕄 —not necessarily distinct— ordered in a specific manner via explicit indexing). (Both 𝑛𝚏

51
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and 𝙼(𝚏)⋅ are explicitly allowed to depend on the symbol 𝚏.) The natural 𝑛 = 𝑛𝚏 is called the arity
(one also says that the symbol 𝚏 is 𝑛-ary), and the tuple 𝙼(𝚏)⋅ is the extended arity, of 𝚏. The arity
and extended arity may be expressed using either of the following notations:

𝚏 ∶𝙼0 × 𝙼2 ×… 𝙼𝑛−1 → 𝙼𝑛,

𝚏 ∶
∏

𝑖<𝑛
𝙼𝑖 → 𝙼𝑛.

(We stress that the above are purely syntactic ways of saying that 𝚏 has arity 𝑛 and generalized arity
(𝙼0, 𝙼1,… , 𝙼𝑛−1; 𝙼𝑛).) Abusing nomenclature, we may drop the qualifier “extended” and call 𝙼(𝚏)⋅the “arity of 𝑓”.

Predicate symbols

Let 𝕄 be any collection of sort descriptors. A collection of predicate symbols for 𝕄 is a set 𝙿
each of whose elements is called a predicate symbol. Each predicate symbol 𝚙 ∈ 𝙿 is explicitly
accompanied by (i) a natural 𝑛 = 𝑛𝚙 ∈ ℕ and (ii) a predicate descriptor 𝙼(𝚙)⋅ = (𝙼𝑖)𝑖<𝑛 consisting of
𝑛 sort descriptors. The natural 𝑛 = 𝑛𝚙 is called the arity (one also says that the symbol 𝚙 is 𝑛-ary),
and the tuple 𝙼

(𝚙)
𝑖 is the extended arity, of 𝚙. The arity and extended arity may be expressed using

either of the following (purely syntactic) notations:
𝚙 ∶𝙼0 × 𝙼1 ×… 𝙼𝑛−1 → ℝ,
𝚙 ∶

∏

𝑖<𝑛
𝙼𝑖 → ℝ.

(We may drop the qualifier “extended” and call 𝙼(𝚙)⋅ the “arity of 𝑝”.)

Multisorted vocabularies
Let 𝕄 be a (nonempty) collection of sort names. A vocabulary for (multisorted) structures with
sort names 𝕄 is a triple

𝑉 = ⟨𝕄, 𝙵, 𝙿⟩

where 𝙵 and 𝙿 are collections of function symbols and predicate symbols for 𝕄, each endowed with
an extended arity 𝙼⋅ ⊆ 𝕄.

Multisorted structures
Let 𝑉 = ⟨𝕄, 𝙵, 𝙿⟩ be a vocabulary for multisorted structures.

A (multisorted) real-valued structure with vocabulary 𝑉 (or 𝑉 -structure) is a triple
𝔐 = ⟨(𝙼𝔐)𝙼∈𝕄, (𝙵𝔐)𝚏∈𝙵, (𝙿𝔐)𝚙∈𝙿⟩,

where
• for each 𝙼 ∈ 𝕄, 𝙼𝔐 is a nonempty set;



CHAPTER 4. DUAL PAIRS AND HILBERT SPACES 53

• for each 𝚏 ∈ 𝙵, 𝚏𝔐 is a function
𝚏𝔐 ∶

∏

𝑖<𝑛
𝙼𝔐𝑖 → 𝙼𝔐𝑛 ;

• for each 𝚙 ∈ 𝙿, 𝚙𝔐 is a real-valued function
𝚙𝔐 ∶

∏

𝑖<𝑛
𝙼𝔐𝑖 → ℝ.

To simplify the notation, when the structure 𝔐 is understood from context, 𝙼𝔐, 𝚏𝔐, 𝚙𝔐 will be
denoted 𝑀,𝑓, 𝑝 (simply shifting from teletype to italic font style).

Henceforth, “real-valued structure”, or just “structure”, shall always mean “multisorted real-
valued structure”.

4.2 Normed dual pairs
Let 𝚇, 𝚇′ be two distinct sort names. The vocabulary for normed dual pairs is

𝑉 nrm
⟨⋅∣⋅⟩ = ⟨{𝚇, 𝚇′}, 𝙵, {𝙽, 𝙽′, ⟨⋅ ∣ ⋅⟩}⟩,

where 𝙵 = 𝙵vec ⊔ 𝙵′vec = {𝟶, 𝟶′,+,+′, 𝚛⋅, 𝚛⋅′ ∶ 𝑟 ∈ ℝ} consists of two disjoint copies of the function
symbol collection 𝙵vec for vector spaces, the predicate symbols 𝙽 ∶ 𝚇 → ℝ and 𝙽′ ∶ 𝚇′ → ℝ are
both unary, and the predicate symbol ⟨⋅ ∣ ⋅⟩ ∶ 𝚇 × 𝚇′ → ℝ is binary.

A normed dual pair is a𝑉
⟨⋅∣⋅⟩-structure𝔐 = ⟨(𝑋,𝑋′), (0, 0′,+,+′, 𝑟⋅, 𝑟⋅′ ∶ 𝑟 ∈ ℝ), (‖⋅‖ , ‖⋅‖′ , ⟨⋅ ∣ ⋅⟩)⟩

such that
• the reducts ⟨𝑋, (0,+, 𝑟⋅ ∶ 𝑟 ∈ ℝ), ‖⋅‖⟩ and ⟨𝑋′, (0′,+′, 𝑟⋅′ ∶ 𝑟 ∈ ℝ), ‖⋅‖

′
⟩ to the vocabulary

𝑉nrm are normed spaces,1 and
• ⟨⋅ ∣ ⋅⟩ ∶ 𝑋 ×𝑋′ → ℝ is bilinear, and

|⟨𝑥 ∣ 𝑦⟩| ≤ ‖𝑥‖ ‖𝑦‖′

for all (𝑥, 𝑦) ∈ 𝑋 ×𝑋′.
For each 𝑥 ∈ 𝑋 and 𝑦 ∈ 𝑋′, define

‖𝑥‖
|𝑋′

⟩

∶= sup
𝑦∈𝑋′[1]

|⟨𝑥 ∣ 𝑦⟩| ≤ ‖𝑥‖ ;

‖𝑦‖
⟨𝑋|

∶= sup
𝑥∈𝑋[1]

|⟨𝑥 ∣ 𝑦⟩| ≤ ‖𝑦‖ .

However, the inequalities may be strict. If both equalities hold, we call the dual pair faithful. (Propo-
sition 48 provides some context for the inequalities above.)

1Up to renaming the sorts and symbols by removing “′” from their syntactic names.
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The canonical dual-pair expansion
If  = ⟨𝑋,… , ‖⋅‖⟩ is any normed vector space, one obtains a canonical expansion of  to a
normed dual pair

𝔐 = ⟨(𝑋,𝑋∗), (0, 0′,+,+′, 𝑟⋅, 𝑟⋅′ ∶ 𝑟 ∈ ℝ), (‖⋅‖ , ‖⋅‖∗ , ⟨⋅ ∣ ⋅⟩)⟩,

where𝑋∗ is the set of all continuous real functionals on , endowed with the (pointwise) operations
of addition +′, scalar multiplication 𝑟⋅′, the zero functional 0′, and the operator norm ‖⋅‖∗, together
with the pairing by evaluation

⟨𝑥 ∣ 𝑓 ⟩ ∶= 𝑓 (𝑥).

48 Proposition. Given a dual pair ⟨(𝑋,𝑋′),… , (‖⋅‖ , ‖⋅‖′ , ⟨⋅ ∣ ⋅⟩)⟩, the map 𝑦 ↦ ⟨⋅ ∣ 𝑦⟩ is an
operator 𝑋′ → 𝑋∗ of norm ≤ 1.

Of course, the map 𝑋 → (𝑋′)∗ ∶ 𝑥 ↦ ⟨𝑥 ∣ ⋅⟩ is also an operator of norm ≤ 1.
Proof. Straightforward and omitted.
49 Proposition. If ⟨𝑋,… , ‖⋅‖⟩ is any vector space, its dual ⟨𝑋∗,… , ‖⋅‖∗⟩ is complete (in the
norm ‖⋅‖∗).

Proposition 49 explains the common name Banach dual for 𝑋∗ (even when 𝑋 itself is not
necessarily Banach).
Proof. Let (𝑓𝑛)𝑛<∞ ⊆ 𝑋∗ be a ‖⋅‖∗-Cauchy sequence. As 𝑥 varies over any bounded ball 𝑋[𝑟],
the sequences (𝑓𝑛(𝑥)) are uniformly Cauchy (because |

|

𝑓𝑚(𝑥) − 𝑓𝑛(𝑥)|| ≤ 𝑟 ‖
‖

𝑓𝑚 − 𝑓𝑛‖‖
∗); therefore,

lim𝑚 𝑓𝑚(𝑥) exists for all 𝑥 ∈ 𝑋. Let 𝑔 ∶ 𝑋 → ℝ ∶ 𝑥 ↦ lim𝑚 𝑓𝑚(𝑥). By linearity of all 𝑓𝑚 and
compatibility of limits with addition and multiplication in ℝ, we see that 𝑔 is linear. Since (𝑓𝑚)is ‖⋅‖∗-Cauchy, and hence ‖

‖

𝑓𝑚‖‖
∗ ≤ 𝐶 for some 𝐶 , we deduce that ‖𝑔(𝑥)‖ ≤ 𝐶 ‖𝑥‖ for all 𝑥,

so 𝑔 ∈ 𝑋∗. For all 𝑥 ∈ 𝑋[1] and 𝑚 < 𝜔 we have |

|

𝑔(𝑥) − 𝑓𝑚(𝑥)|| ≤ sup𝑛≥𝑚 ||𝑓𝑛(𝑥) − 𝑓𝑚(𝑥)|| ≤
sup𝑛≥𝑚 ‖‖𝑓𝑛 − 𝑓𝑚‖‖

∗; therefore, ‖
‖

𝑔 − 𝑓𝑚‖‖
∗
→ 0 as 𝑚→ ∞, so (𝑓𝑚) ‖⋅‖-converges to 𝑔 ∈ 𝑋∗.

Note that ‖⋅‖∗ = ‖⋅‖∗w holds by definition of ‖⋅‖∗. In fact, the canonical dual expansion
⟨(𝑋,𝑋∗)… ⟩ is faithful: the equality ‖⋅‖ = ‖⋅‖w also holds, as a consequence of the following
pivotal result in the theory of normed spaces:
50 Theorem (Hahn-Banach). If ⟨𝑋∗,… , ‖⋅‖∗⟩ is the dual of a normed vector space ⟨𝑋,… , ‖⋅‖⟩,
then for every 𝑥0 ∈ 𝑋 there is 𝑓 ∈ 𝑋∗[1] such that 𝑓 (𝑥0) = ‖

‖

𝑥0‖‖. In particular, ‖⋅‖
|𝑋∗

⟩

= ‖⋅‖.

Lemma. If 𝑌 ⊊ 𝑋 is a proper subspace, 𝑓 ∈ 𝑌 ∗ is a functional with ‖𝑓‖∗ ∶= sup𝑦∈𝑌 |𝑓 (𝑦)|,
and 𝑧0 ∈ 𝑋 ⧵ 𝑌 , then there is an extension 𝑓 of 𝑓 to a functional on 𝑍 ∶= 𝑌 ⊕ ℝ𝑧0 with norm
‖

‖

‖

𝑓‖‖
‖

∗
= ‖𝑓‖∗.

Proof. By homogeneity, we may assume ‖𝑓‖∗ = 1 = ‖

‖

𝑧0‖‖. For 𝑦1, 𝑦2 ∈ 𝑋, we have
𝑓 (𝑦2) − 𝑓 (𝑦1) = 𝑓 (𝑦2 − 𝑦1) ≤ ‖𝑓‖∗ ‖

‖

𝑦2 − 𝑦1‖‖ = ‖

‖

𝑦2 − 𝑦1‖‖ = ‖

‖

(𝑦2 + 𝑧0) − (𝑦1 + 𝑧0)‖‖
≤ ‖

‖

𝑦2 + 𝑧0‖‖ + ‖

‖

𝑦1 + 𝑧0‖‖ ;
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hence, − ‖

‖

𝑦1 + 𝑧0‖‖ − 𝑓 (𝑦1) ≤ ‖

‖

𝑦2 + 𝑧0‖‖ − 𝑓 (𝑦2), so
𝑢 ∶= sup

𝑦∈𝑌

[

− ‖

‖

𝑦 + 𝑧0‖‖ − 𝑓 (𝑦)
]

≤ inf
𝑦∈𝑌

[

‖

‖

𝑦 + 𝑧0‖‖ − 𝑓 (𝑦)
]

=∶ 𝑣.

Let 𝜆 ∈ [𝑢, 𝑣] be otherwise arbitrary; then, |𝑓 (𝑦) + 𝜆| ≤ ‖

‖

𝑦 + 𝑧0‖‖ for all 𝑦 ∈ 𝑌 . Extend 𝑓 to
𝑓 ∶ 𝑍 → ℝ ∶ 𝑦 + 𝑟𝑧0 ↦ 𝑓 (𝑦) + 𝑟𝜆. Then,

|

|

|

𝑓 (𝑦 + 𝑧0)
|

|

|

= |𝑓 (𝑦) + 𝜆| ≤ ‖

‖

𝑦 + 𝑧0‖‖ .

By homogeneity, ||
|

𝑓 (𝑧)||
|

≤ ‖𝑧‖ for all 𝑧 ∈ 𝑍; therefore, ‖‖
‖

𝑓‖‖
‖

∗
= 1 = ‖𝑓‖∗.

Proof of Theorem 50. By homogeneity, it suffices to prove the assertion given 𝑥0 ∈ 𝑋 with ‖

‖

𝑥0‖‖ =
1. The functional 𝑓0 ∶ ℝ𝑥0 → ℝ ∶ 𝑟𝑥0 ↦ 𝑟 evidently has norm 1 and satisfies 𝑓0(𝑥0) = 1 = ‖

‖

𝑥0‖‖.
Using transfinite induction, construct a sequence (𝑓𝛼)𝛼≤𝜅 , starting with 𝑓0, of linear functionals of
norm ‖𝑓‖𝛼 = 1 on a chain of subspaces ℝ𝑥0 = 𝑌0 ⊆ … ⊆ 𝑌𝛼 ⊆ … in such manner that 𝑓𝛼+1extends 𝑓𝛼 to a linear space 𝑌𝛼+1 = 𝑌𝛼 ⊕ ℝ𝑦𝛼+1 (for some 𝑦𝛼+1 ∉ 𝑌𝛼) whenever 𝑌𝛼 ⊊ 𝑋 and, for
limit ordinals 𝛼, 𝑓𝛼 is the unique real functional on 𝑌𝛼 ∶=

⋃

𝛽<𝛼 𝑌𝛽 extending all functionals 𝑓𝛽 .The induction must eventually terminate, yielding a functional 𝑓𝜅 after, say, 𝜅-many steps, on the
full space 𝑌𝜅 = 𝑋.

Exercise 38
Recast the proof of Theorem 50 (based on the same Lemma) as an application of Zorn’s Lemma

rather than using transfinite induction.

Normed lattice pairs

Exercise 32 suggests generalizing the notion of dual of a vector lattice to introduce the notion
normed lattice pair.

Let 𝑉 ∨
⟨⋅∣⋅⟩ expand the vocabulary 𝑉

⟨⋅∣⋅⟩ for dual pairs with function symbols ∨,∧,∨′,∧′ for binary
(lattice) operations on sorts 𝚇, 𝚇′, respectively.

A normed lattice pair is a 𝑉 ∨
⟨⋅∣⋅⟩-structure

𝔐 = ⟨(𝑋,𝑋′), (0, 0′,+,+′, (𝑟⋅, 𝑟⋅′)𝑟∈ℝ,∨,∨′,∧,∧′), (‖⋅‖ , ‖⋅‖′ , ⟨⋅ ∣ ⋅⟩)⟩

such that:
• the reduct of 𝔐 to the vocabulary 𝑉

⟨⋅∣⋅⟩ is a dual pair,
• the reducts of 𝔐 to the vocabularies 𝑉Riesz, 𝑉 ′

Riesz each is a normed vector lattice,
• ⟨𝑥+ ∣ 𝑦+⟩ ≥ 0 for all 𝑥 ∈ 𝑋 and 𝑦 ∈ 𝑋′ (where 𝑥+ = (−𝑥) ∨ 𝑥 and 𝑦+ = (−𝑦) ∨′ 𝑦).
A Banach lattice pair is one whose sorts are both norm-complete.
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4.3 Weak topologies
Let

𝔐 = ⟨(𝑋, 𝑌 ), (0, 0′,+,+′, 𝑟⋅, 𝑟⋅′ ∶ 𝑟 ∈ ℝ), (‖⋅‖ , ‖⋅‖′ , ⟨⋅ ∣ ⋅⟩)⟩,

be a normed dual pair.
The weak topology on sort𝑋 of a dual pair ⟨(𝑋, 𝑌 ),… ⟩ is the topology  ⟨⋅∣𝑌 ⟩

𝑋 of (“pointwise”)
convergence for functionals ⟨⋅ ∣ 𝑦⟩ (𝑦 ∈ 𝑌 ); we will also call this the ⟨⋅ ∣ 𝑌 ⟩-topology on𝑋. Equiv-
alently, it is the topology with subbasic opens of the form 𝑈𝑦,(𝑟,𝑠) = {𝑥 ∈ 𝑋 ∶ 𝑟 < ⟨𝑥 ∣ 𝑦⟩ < 𝑠}
for 𝑦 ∈ 𝑌 and 𝑟 < 𝑠 ∈ ℝ. In the same (“dual”) manner, one defines the weak topology  ⟨𝑋∣⋅⟩

𝑌 (the
⟨𝑋 ∣ ⋅⟩-topology) on 𝑌 .

The continuity of ⟨⋅ ∣ ⋅⟩ (in the norm topologies) implies that  ⟨⋅∣𝑌 ⟩
𝑋 ⊆  ‖⋅‖

𝑋 (and, dually,  ⟨𝑋∣⋅⟩
𝑌 ⊆

 ‖⋅‖′

𝑌 ), i.e., the weak topologies are coarser than the metric topologies.

Weak and weak-∗ topologies

When  = ⟨𝑋,… , ‖⋅‖⟩ is a given normed space, the weak topology  w
𝑋 is the topology  ⟨⋅∣𝑋∗

⟩

𝑋for the canonical dual ⟨(𝑋,𝑋∗),… ⟩, i.e., the topology of pointwise convergence of all continuous
functionals 𝑓 ∶ 𝑋 → ℝ. The weak-∗ (“weak-star”) topology on the dual space ∗ = ⟨𝑋∗,… ⟩

is the weak topology  ⟨𝑋∣⋅⟩
𝑋∗ . The weak-∗ topology on 𝑋∗ is coarser —“weaker”— than the weak

topology  ⟨𝑋∗∗∣⋅⟩
𝑋∗ since𝑋∗∗ includes all evaluation functionals ev𝑥 ∶ 𝑓 ↦ 𝑓 (𝑥) for 𝑥 ∈ 𝑋, i.e.,𝑋∗∗

extends 𝑋 (at least structurally, if not as set-theoretic inclusion).

4.4 Hilbert spaces
The vocabulary for Hilbert spaces is 𝑉Hilb = ⟨{𝚇}, 𝙵vec, {⟨⋅ ∣ ⋅⟩}⟩, where ⟨⋅ ∣ ⋅⟩ ∶ 𝚇 × 𝚇 → ℝ is a
binary predicate symbol on the (sole) sort 𝚇.

A 𝑉Hilb-structure  = ⟨𝑋, (0,+, 𝑟⋅)𝑟∈ℝ, ⟨⋅ ∣ ⋅⟩⟩ is a (real) pre-Hilbert space (also called a (real)
inner product space) if, for all 𝑥, 𝑦, 𝑧 ∈ 𝑋 and 𝑟 ∈ ℝ:

• ⟨0 ∣ 0⟩ = 0;
• ⟨⋅ ∣ ⋅⟩ is nonnegative: ⟨𝑥 ∣ 𝑥⟩ ≥ 0.
• ⟨⋅ ∣ ⋅⟩ is symmetric (under exchange of its first and second arguments): ⟨𝑥 ∣ 𝑦⟩ = ⟨𝑦 ∣ 𝑥⟩;
• ⟨⋅ ∣ ⋅⟩ is bilinear (i.e., linear in each argument): ⟨𝑥1 + 𝑟𝑥2 ∣ 𝑦⟩ = ⟨𝑥1 ∣ 𝑦⟩ + 𝑟 ⟨𝑥2 ∣ 𝑦⟩ (and

similarly —if redundantly, by symmetry— linear in the second argument);
The pairing ⟨⋅ ∣ ⋅⟩ is called the inner product or Hilbert pairing of  .

Two elements 𝑥, 𝑦 ∈ 𝑋 are orthogonal (denoted: “𝑥 ⟂ 𝑦”) if ⟨𝑥 ∣ 𝑦⟩ = 0.
The norm on a pre-Hilbert space is defined by ‖𝑥‖ ∶=

√

⟨𝑥 ∣ 𝑥⟩. It is obviously nonnegative
and homogeneous unary predicate; indeed, it is a norm on 𝑋 as follows from the following:

Exercise 39 Pre-Hilbert spaces are normed spaces
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Let  = ⟨𝑋,… , ⟨⋅ ∣ ⋅⟩⟩ be a pre-Hilbert space, expanded by defining the “norm predicate”
‖⋅‖ ∶ 𝑥↦

√

⟨𝑥 ∣ 𝑥⟩.
Part I

Prove the Cauchy-Schwarz Inequality

|⟨𝑥 ∣ 𝑦⟩| ≤ ‖𝑥‖ ‖𝑦‖ for all 𝑥, 𝑦 ∈ 𝑋.

[Hint: By homogeneity, it suffices to prove ⟨𝑥 ∣ 𝑦⟩2 ≤ ‖𝑥‖2 when ‖𝑦‖ = 1. The real-valued
function 𝑓 ∶ 𝑟 → ℝ ∶ 𝑟 ↦ ‖𝑟𝑥 − 𝑦‖2 = 𝑟2 − 2 ⟨𝑥 ∣ 𝑦⟩ 𝑟 + ‖𝑦‖2 is a nonnegative quadratic form
on ℝ, hence has discriminant ≥ 0.]

Part II
Show that a pre-Hilbert vector space  (as defined above), when regarded as a 𝑉nrm-structure

with 𝑁 = ‖⋅‖ (and stripped of the pairing ⟨⋅ ∣ ⋅⟩), is a (possibly unreduced) normed vector
space 

‖⋅‖, and that ⟨⋅ ∣ ⋅⟩ is a continuous function on 
‖⋅‖ (locally uniformly Lipschitz in each

of its two arguments in fact).
For reference, we state the Parallelogram Law:

‖𝑥 + 𝑦‖2 + ‖𝑥 − 𝑦‖2 = 2(‖𝑥‖2 + ‖𝑦‖2) for all 𝑥, 𝑦 ∈ 𝑋;
and the Pythagorean Theorem:

‖𝑥 + 𝑦‖2 = ‖𝑥‖2 + ‖𝑦‖2 if 𝑥 ⟂ 𝑦;

whose proofs are routine.
More cryptically, a 𝑉Hilb-structure  is a pre-Hilbert space if its expansion to a 𝑉

⟨⋅∣⋅⟩-structure
⟨(𝑋, 0,+, 𝑟⋅, ‖⋅‖)𝑟∈ℝ, (𝑋, 0,+, 𝑟⋅, ‖⋅‖)𝑟∈ℝ, ⟨⋅ ∣ ⋅⟩⟩ (both of whose sorts 𝚇, 𝚇′ have the same underly-
ing set 𝑋) is a normed dual pair with norm(s) given by ‖𝑥‖ ∶=

√

⟨𝑥 ∣ 𝑥⟩, and such that ⟨⋅ ∣ ⋅⟩ is
symmetric in both arguments.

A Hilbert space is a pre-Hilbert space (i.e., inner product space) that is complete with respect
to the Hilbert norm ‖⋅‖-metric.

Exercise 40
For any ordinal 𝜅, the space 𝓁2

(𝜅) is a Hilbert space when endowed with the inner product
⟨𝑟 ∣ 𝑠⟩ ∶=

∑

𝑖<𝜅 𝑟𝑖𝑠𝑖.
(One can also show that 𝓁2

(𝜅) is isometric to 𝓁2
(𝜆) iff |𝜅| = |𝜆|, so spaces 𝓁2

(𝜅) for ordinals 𝜅
exhaust the class of Hilbert spaces, up to isometry.)
51 Theorem. Any Hilbert space  = ⟨𝑋,… , ⟨⋅ ∣ ⋅⟩⟩ has an orthonormal (ON) basis𝐵 = (𝑥𝑖)𝑖<𝜅 ⊆
𝑋 consisting of 𝜅-many elements (i.e., such that

⟨

𝑥𝑖 ∣ 𝑥𝑗
⟩

= 𝛿(𝑖, 𝑗)).
More precisely, the basis  gives an inner-product preserving linear isomorphism (hence an

isometry)

𝓁2
(𝜅) → 𝑋

𝑟 = (𝑟𝑖)𝑖<𝜅 ↦ 𝑟 ⋅ 𝐵 ∶=
∑

𝑖<𝜅
𝑟𝑖𝑥𝑖,

where the sum of the series is interpreted in the sense of convergence (in norm) over the net of finite
subsets (𝑖𝑗 ∶ 𝑗 < 𝑛) ⊆ 𝜅.
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Note: Note that the notion of “basis” above is not in the usual (discrete) sense (“Hamel basis”):
linear combinations of finitely many elements 𝑥𝑖 do not exhaust𝑋, but are merely dense in𝑋. Every
element 𝑥 is the limit-in-norm of some series ∑𝑖 𝑟𝑖𝑥𝑖; in fact, such series converges iff ∑

𝑖(±𝑟𝑖)𝑥𝑖converges for any choice of the signs (the basis is “unconditional”) and, the sum is independent
of any particular re-ordering of the indexes 𝑖 (the basis is “symmetric”). These and many other
regularity properties not shared by general normed (and Banach) spaces make infinite-dimensional
Hilbert spaces the best-behaved relatives of finite-dimensional normed spaces.
Proof. The basis is constructed transfinitely inductively by an adaptation of the Gram-Schmidt
orthogonalization process. The trivial subspace 𝑋<0 = {0} ⊆ 𝑋 has empty basis 𝐵<0 ∶= ().
Inductively construct partial bases 𝐵<𝜆 = (𝑥𝑖)𝑖<𝜆 for ordinals 𝜆 as follows. Given 𝐵<𝜆, let 𝑋<𝜆 be
the ‖⋅‖-closure in 𝑋 of the space of linear combinations of finitely many elements 𝑥𝑖 ∈ 𝐵<𝜆 at a
time. If 𝑋<𝜆 ⊊ 𝑋, then 𝐵<𝜆 extends to a base 𝐵<𝜆+1 = 𝐵 ∪ {𝑥𝜆} by constructing 𝑥𝜆 as follows.
Take any vector 𝑦 ∉ 𝑋<𝜆. As 𝑖⋅ = (𝑖𝑗)𝑗<𝑛 varies over finite collections 𝑖0 < ⋯ < 𝑖𝑛−1 ≤ 𝜆

ordered by inclusion, the net of corresponding projections 𝑦𝑖⋅ ∶=
∑

𝑗<𝑛

⟨

𝑥𝑖𝑗 ∣ 𝑦
⟩

𝑥𝑖𝑗 is Cauchy (as
a consequence of the Pythagorean Theorem) and therefore —by completeness of 𝑋— converges
to an element 𝑦′ ∈ 𝑋<𝜅 (the “projection of 𝑦 to 𝑋<𝜆”) such that ⟨𝑥𝑖 ∣ 𝑦′ − 𝑦⟩ = 0 for all 𝑖 ≤ 𝜅.
Necessarily, 𝑦⟂ ∶= 𝑦−𝑦′ has ‖

‖

𝑦⟂‖
‖

> 0—since 𝑦′ ∈ 𝑋<𝜆 = 𝑋<𝜆, but 𝑦 ∉ 𝑋<𝜆. Let 𝑥𝜆 ∶= 𝑦⟂∕ ‖
‖

𝑦⟂‖
‖

.
At limit ordinals 𝜆, let 𝑋<𝜆 =

⋃

𝛼<𝜆𝑋<𝛼 (no new vector is added to the basis at limit stages).
The process ends after, say, 𝜅-many steps when the finite span of 𝐵 = 𝐵𝜅 is dense in 𝑋. The

details are left to the reader.
Using Exercise 40 and the orthonormality of the sets 𝐵<𝜆 it is easy to show that𝑋<𝜆 is a Hilbert

subspace isometric to 𝓁2
(𝜆) for each 𝜆, so 𝑋 = 𝑋<𝜅 is isometric to 𝓁2

(𝜅).

Exercise 41
Let  = ⟨𝑋,… , ⟨⋅ ∣ ⋅⟩⟩ be a Hilbert space. Given any closed subspace 𝑌 = 𝑌 ⊆ 𝑋, construct

an operator 𝜋𝑌 ∶ 𝑋 → 𝑋 of “orthogonal projection on 𝑌 ” characterized by the properties:
• 𝜋𝑌 ↾𝑌 = id𝑌 ;
• 𝜋𝑌 ↾𝑌 ⟂ = 0,

where used the notation
𝑆⟂ ∶= {𝑥 ∈ 𝑋 ∶ ⟨𝑥 ∣ 𝑦⟩ = 0 for all 𝑦 ∈ 𝑆},

for the orthogonal complement 𝑆⟂ of an arbitrary subset 𝑆 ⊆ 𝑋. Show also that the operator norm
‖

‖

𝜋𝑌 ‖‖ = 1 (except when 𝑌 = {0}, when 𝜋𝑌 is identically zero and hence of norm zero).
By Proposition 48, the map 𝑥 ↦ ⟨𝑥 ∣ ⋅⟩ is linear and 1-Lipschitz  → ∗ with respect to the

norms ‖⋅‖ , ‖⋅‖∗. (By symmetry, the embedding 𝑦 ↦ ⟨⋅ ∣ 𝑦⟩ is the same.) By Proposition 49, any
dual space ∗ is always complete in its norm ‖⋅‖∗. The following is a central result in the theory
of Hilbert spaces.
52 Theorem (Riesz-Frechét Representation Theorem). Let  = ⟨𝑋,… , ⟨⋅ ∣ ⋅⟩⟩ be a (complete)
Hilbert space. The map 𝑥 ↦ ⟨𝑥 ∣ ⋅⟩ is a surjection 𝑋 → 𝑋∗, i.e., for all 𝑓 ∈ 𝑋∗ there exists
𝑥𝑓 ∈ 𝑋 such that 𝑓 (𝑦) =

⟨

𝑥𝑓 ∣ 𝑦
⟩

for all 𝑦 ∈ 𝑋 (i.e., 𝑓 is represented in the form
⟨

𝑥𝑓 ∣ 𝑦
⟩

).
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Proof. By homogeneity, it suffices to consider the case ‖𝑓‖∗ = 1. Let 𝐵 = (𝑥𝑖)𝑖<𝜅 be an ON
basis of  . Any sum 𝑦𝑖⋅ ∶=

∑

𝑗<𝑛 𝑓 (𝑥𝑖𝑗 )𝑥𝑖𝑗 over finitely many 𝑖0 < ⋯ < 𝑖𝑛−1 < 𝜅 satisfies
‖

‖

‖

𝑦𝑖⋅
‖

‖

‖

2
=

∑

𝑗<𝑛 𝑓 (𝑥𝑖𝑗 )𝑓 (𝑥𝑖𝑗 ) = 𝑓 (𝑦𝑖⋅) ≤ ‖𝑓‖∗ ‖‖
‖

𝑦𝑖⋅
‖

‖

‖

= ‖

‖

‖

𝑦𝑖⋅
‖

‖

‖

, hence ‖

‖

‖

𝑦𝑖⋅
‖

‖

‖

≤ 1. Therefore, the sum
𝑥𝑓 ∶=

∑

𝑖<𝜅 𝑓 (𝑥𝑖)𝑥𝑖 converges, and clearly 𝑓 =
⟨

𝑥𝑓 ∣ ⋅
⟩.

53 Proposition. The normed vector space ⟨𝑋,… , ‖⋅‖⟩ canonically associated to a Hilbert space
⟨𝑋,… , ⟨⋅ ∣ ⋅⟩⟩ is isometric to its dual ⟨𝑋∗,… , ‖⋅‖∗⟩.

Another way to state Proposition 53 is that the expansion of a Hilbert space to a symmetric dual
pair (in the sense explained after the definition of pre-Hilbert space) is isomorphic (in the sense of
normed dual pairs) to the canonical expansion of the associated normed space by its dual.
Proof. In view of Theorem 52, it remains only to show that the map 𝑥 ↦ 𝑥∗ ∶= ⟨𝑥 ∣ ⋅⟩ is norm-
preserving and, by homogeneity, it suffices to show that ‖𝑥∗‖

⟨𝑋|

= if ‖𝑥‖ = 1. On the one hand,
‖𝑥∗‖

⟨𝑋|

≤ 1 (since |𝑥∗(𝑦)| = |⟨𝑥 ∣ 𝑦⟩| ≤ ‖𝑥‖ ‖𝑦‖ = ‖𝑦‖ for all 𝑦 ∈ 𝑋). On the other hand,
𝑥∗(𝑥) = ⟨𝑥 ∣ 𝑥⟩ = ‖𝑥‖2 = 1 implies ‖𝑥∗‖

⟨𝑋|

≥ 1∕ ‖𝑥‖ = 1.

4.5 Dual pair types
Let ⟨(𝑋, 𝑌 ),… , (‖⋅‖𝑋 , ‖⋅‖𝑌 , ⟨⋅ ∣ ⋅⟩) be a normed dual pair. One may define types for the pairing
predicate ⟨⋅ ∣ ⋅⟩ as follows:

• The type of 𝑥 ∈ 𝑋 is tp
⟨⋅∣𝑌 ⟩(𝑥) ∶= ⟨𝑥 ∣ ⋅⟩ = (⟨𝑥 ∣ 𝑦⟩ ∶ 𝑦 ∈ 𝑌 ) ∈ ℝ𝑌 ;

• The type of 𝑦 ∈ 𝑌 is tp
⟨𝑋∣⋅⟩(𝑦) ∶= ⟨⋅ ∣ 𝑦⟩ = (⟨𝑥 ∣ 𝑦⟩ ∶ 𝑥 ∈ 𝑋) ∈ ℝ𝑋 .

By Proposition 48, tp
⟨⋅∣𝑌 ⟩ ∶ 𝑋 → 𝑌 ∗ and tp

⟨𝑋∣⋅⟩ ∶ 𝑌 → 𝑋∗ are bounded linear transformations of
norm ≤ 1.

Types tp
⟨⋅∣𝑌 ⟩(𝑥), tp⟨𝑋∣⋅⟩(𝑦) are realized (by 𝑥 and 𝑦, respectively). The corresponding type spaces

are 𝔗
⟨⋅∣𝑌 ⟩(𝑋) ∶= tp

⟨⋅∣𝑌 ⟩(𝑋) ⊆ ℝ𝑌 and 𝔗
⟨𝑋∣⋅⟩(𝑌 ) ∶= tp

⟨𝑋∣⋅⟩(𝑌 ) ⊆ ℝ𝑋 . As always, these are closures
in the product topology of ℝ𝑌 , ℝ𝑋 , respectively. (Even though tp

⟨⋅∣𝑌 ⟩(𝑋) ⊆ 𝑌 ∗, the type space
𝔗

⟨⋅∣𝑌 ⟩(𝑋) is not obtained taking closure in the norm-topology of 𝑌 ∗, but in the much weaker —
coarser— product topology of ℝ𝑌 —generally, 𝔗

⟨⋅∣𝑌 ⟩(𝑋) ⊈ 𝑌 ∗.)2

Remark. The ⟨⋅ ∣ 𝑌 ⟩-topology on 𝑋 is precisely the initial topology induced by the map tp
⟨⋅∣𝑌 ⟩ ∶

𝑋 → 𝔗
⟨⋅∣𝑌 ⟩(𝑋). The ⟨𝑋 ∣ ⋅⟩-topology on 𝑌 is correspondingly induced by tp

⟨𝑋∣⋅⟩ ∶ 𝑌 → 𝔗
⟨𝑋∣⋅⟩(𝑌 ).

4.6 Alaoglu’s Theorem
54 Proposition. If ⟨(𝑋, 𝑌 ),… , (‖⋅‖𝑋 , ‖⋅‖𝑌 , ⟨⋅ ∣ ⋅⟩)⟩ is a dual normed pair, every ⟨𝑋 ∣ ⋅⟩-type of
the closed unit ball 𝑌 [1] is realized by an element 𝑓 ∈ 𝑋∗[1] in the canonical dual normed
pair ⟨(𝑋,𝑋∗),… , (‖⋅‖𝑋 , ‖⋅‖

∗
𝑋 , ⟨⋅ ∣ ⋅⟩)⟩ of the normed space ⟨𝑋,… ⟩.

2Types 𝔱 ∈ 𝔗
⟨⋅∣𝑌 ⟩(𝑋) are linear maps 𝑋 → ℝ, but not necessarily bounded: this is implicit in the proof of

Theorem 55 below, where it is shown that “bounded” type spaces, say 𝔗
⟨⋅∣𝑌 ⟩(𝑋[1]), are necessarily spaces of types

realized by bounded linear maps 𝑋 → ℝ.
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Proof. The space of realized types of 𝑌 [1] is a subspace of the compact product∏𝑥∈𝑋[− ‖𝑥‖ , ‖𝑥‖],
hence its closure (the type space 

⟨𝑋∣⋅⟩(𝑌 [1])) is compact.3 Note that the type tp
⟨𝑋∣⋅⟩(𝑓 ) = (⟨𝑥 ∣ 𝑓⟩)𝑥∈𝑋 =

(𝑓 (𝑥))𝑥∈𝑋 of an element 𝑓 ∈ 𝑋∗ is materially the same as 𝑓 ; therefore, it suffices to show that
tp

⟨𝑋∣⋅⟩(𝑌 [1]) ⊆ 𝑋∗[1]. Let 𝔱 ∈ 
⟨𝑋∣⋅⟩(𝑌 [1]). Since 𝔱 is pointwise approximated by realized types

⟨⋅ ∣ 𝑦⟩ (with ‖𝑦‖𝑌 ≤ 1), which satisfy |⟨𝑥 ∣ 𝑦⟩| ≤ ‖𝑥‖𝑋 and ⟨𝑥1 + 𝑟𝑥2 ∣ 𝑦⟩ = ⟨𝑥1 ∣ 𝑦⟩ + 𝑟 ⟨𝑥2 ∣ 𝑦⟩for all 𝑥, 𝑥1, 𝑥2 ∈ 𝑋 and 𝑟 ∈ ℝ, we see that 𝔱 ∈ ℝ𝑋 is a linear function with sup𝑥∈𝑋[1] |𝔱(𝑥)| ≤
sup𝑥∈𝑋[1] ‖𝑥‖𝑋 ≤ 1, so 𝔱 ∈ 𝑋∗[1].
55 Theorem (Alaoglu). The unit ball 𝑋∗[1] ∶= {𝑓 ∈ 𝑋∗ ∶ ‖𝑓‖∗ ≤ 1} (of the dual 𝑋∗ =
⟨𝑋∗,… , ‖⋅‖∗⟩ of a normed space 𝑋 = ⟨𝑋,… , ‖⋅‖⟩) is compact in the weak-∗ topology (relative
to 𝑋).

Proof. The space of realized types ⟨⋅ ∣ 𝑓 ⟩ = 𝑓 (⋅) of 𝑋∗[1] is a subspace of the compact prod-
uct ∏𝑥∈𝑋[− ‖𝑥‖ , ‖𝑥‖], hence its closure (the type space 

⟨𝑋∣⋅⟩(𝑋∗[1])) is compact. By Propo-
sition 54 (when applied to the canonical pair ⟨(𝑋,𝑋∗)… ⟩), every type is realized in 𝑋∗, hence
𝑋∗ = 

⟨𝑋∣⋅⟩(𝑋∗[1]) is thus compact in the tp
⟨𝑋∣⋅⟩-topology, which is the weak-∗ topology.

3This akin to Proposition 15.



Chapter 5

Banach lattice-algebras

The Banach lattices 𝓁𝑝(𝑋) (where 𝑋 is any pointset) are quintessential function spaces. However,
they “abstract away” the domain pointset𝑋 and the evaluation operation 𝓁𝑝(𝑋)×𝑋 → ℝ; therefore
they are no longer “function” spaces in a direct sense.

The space 𝓁∞(𝑋) is special: the operation of pointwise multiplication is continuous —in fact,
‖𝑓𝑔‖∞ ≤ ‖𝑓‖∞ ‖𝑔‖∞. Therefore, 𝓁∞(𝑋) is an example of a “(unital) Banach algebra” in the sense
below.

5.1 Normed algebras and lattice-algebras
Every function lattice  ⊆ ℝ𝐷 (in the sense of Section 2.2) is a very special kind of real vec-
tor lattice, because it can be endowed with the operation of pointwise multiplication of functions
(𝑓, 𝑔) ↦ 𝑓𝑔, and has an identity 𝟙.

Since the product of any two bounded real functions on a set 𝐷 is still bounded, the vector
lattice 𝓁∞(𝐷) admits an expansion to a (commutative) real algebra by the operation of pointwise
multiplication; moreover, the constant function 𝟙 ∈ 𝓁∞(𝐷) is unity for this product. When endowed
with the vector lattice and algebra operations, 𝓁∞(𝐷) is a quintessential “real function space”. This
motivates the following definitions.

Normed algebras The vocabulary for Banach algebras is 𝑉alg = (𝙵alg, {𝙽}), where 𝙵∞ expands
the function symbol collection 𝙵vec of vector spaces with a new symbol ⋅ for a binary operation.

The vocabulary for unital Banach algebras is 𝑉 𝟷

alg expanding 𝑉alg with a unary symbol 𝟷.
A (real) normed algebra is a 𝑉alg-structure

 = ⟨𝑋, 0,+, ⋅, 𝑟⋅, ‖⋅‖ ∶ 𝑟 ∈ ℝ⟩

whose 𝑉nrm-reduct is a normed vector space, and satisfying:
• ⋅ ∶ 𝑋 ×𝑋 → 𝑋 is associative, bilinear, and distributes over addition (i.e.,  is a ring whose

multiplication is homogeneous with respect to scalar multiplication in each argument);
• ‖𝑥𝑦‖ ≤ ‖𝑥‖ ‖𝑦‖ for all 𝑥, 𝑦 ∈ 𝑋.

61
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A normed algebra is commutative if its product ⋅ is commutative.
A (real) normed unital algebra is a 𝑉 𝟷

alg-structure  whose 𝑉alg-reduct is a normed algebra, and
such that 𝟷 is a (two-sided) identity for the multiplication on 𝑋.

A (unital) Banach algebra is a normed (unital) algebra that is complete in its norm-metric.

Normed lattice-algebras The vocabulary for normed lattice-algebras is
𝑉𝐿∞ = ({𝟶,+, (𝚛⋅)𝑟∈ℝ, ⋅,∨,∧}, {𝙽, ⟨⋅ ∣ ⋅⟩});

it expands the vocabulary 𝑉Riesz of vector lattices with a symbol ⋅ for the binary (algebra) operation
of multiplication.

The vocabulary 𝑉 𝟷

𝐿∞ for normed unital lattice-algebras expands 𝑉𝐿∞ with a unary symbol 𝟷
denoting “unity”.

We regard the vocabulary 𝑉𝐿∞ (resp. 𝑉 𝟷

𝐿∞) as the “joint” expansion of both 𝑉Riesz and 𝑉alg (resp.,
of both 𝑉Riesz and 𝑉 𝟷

alg) when the common ingredients (sort descriptor, vector space operation and
norm symbols) are identified.

A normed (unital) lattice-algebra is a 𝑉𝐿∞- (resp., 𝑉 𝟷

𝐿∞-)structure1

 = ⟨𝑋, 0,+, ⋅, 𝑟⋅,∧,∨, ‖⋅‖ ∶ 𝑟 ∈ ℝ⟩

(resp.,  = ⟨𝑋, 0, 𝟙,+, ⋅, 𝑟⋅,∧,∨, ‖⋅‖ ∶ 𝑟 ∈ ℝ⟩) whose
• 𝑉

‖Riesz‖-reduct is a distributive normed vector lattice;
• 𝑉alg-reduct is a normed algebra (resp., 𝑉 𝟷

alg-reduct is a normed unital algebra)
A (unital) Banach lattice-algebra is a complete normed (unital) lattice algebra.

Exercise 42 The unital Banach lattice-algebra 𝓁∞(𝐷)

Part I
For any set 𝐷, show that 𝓁∞(𝐷) is a unital Banach lattice-algebra.

Part II
Show that 𝓁∞(𝐷) satisfies the following property (called the Axiom of Idempotents):
For every 𝑓 ∈ 𝓁∞(𝐷) there is an idempotent 𝜒 ∈ 𝓁∞(𝐷) (i.e., an element such that 𝜒2 = 𝜒

—a “characteristic function” taking only the values 0, 1) such that
𝜒𝑓 ≖ 𝑓+.

Moreover, show that any two idempotents 𝜒, 𝜒 ′ having such property are “equivalent modulo |𝑓 |”
in the sense that 𝜒 |𝑓 | ≖ 𝜒 ′

|𝑓 |.
[Hint: Take 𝜒 = 𝜒𝐷 as the characteristic function of the set 𝑓−1(0,∞) ⊆ 𝐷.]
1The notion of normed (and Banach) lattice-algebras has closely related —but slightly different— definitions (See

Wickstead (2017) http://dx.doi.org/10.1007/s11117-015-0387-8.)). We consider only distributive lattices.

http://dx.doi.org/10.1007/s11117-015-0387-8
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5.2 A representation theorem for real commutative Banach
algebras

Generally speaking, a representation theorem shows that spaces in a certain abstract/general class
are, up to isomorphism, instances of spaces in a more concrete/particular class (often, a subclass).
We saw a first example of this in the Riesz-Frechét Theorem, which represents “abstract” functionals
on a Hilbert space “concretely” realized in the form ⟨⋅ ∣ 𝑦⟩. (From a slightly different perspective,
it represents the canonical dual pair ⟨(𝑋,𝑋∗),… , ev⟩ obtained from a Hilbert space ⟨𝑋,… , ⟨⋅ ∣ ⋅⟩⟩
as the pair ⟨(𝑋,𝑋),… , ⟨⋅ ∣ ⋅⟩⟩ obtained by “doubling” 𝑋.)

The result below is (in essence) a real-valued version of the Stone Representation Theorem for
conjugation-invariant closed subalgebras of the (complex) unital Banach algebra 𝓁∞(𝑋).
56 Theorem (Stone Representation Theorem (real version)). If  = ⟨𝐹 ,… , ‖⋅‖∞⟩ is a (real) sub-
algebra of 𝓁∞(𝑋) for some set 𝑋, then there are

• a compact Hausdorff space �̌�; and

• maps 𝜄 ∶ 𝑋 → �̌� and 𝐹 → 𝓁∞(�̌�) ∶ 𝑓 ↦ 𝑓 ,

such that

1. 𝜄 has dense image;

2. the image 𝐹 is included in the sub-algebra b(�̌�) ⊆ 𝓁∞(�̌�) of continuous bounded func-
tions �̌� → ℝ;

3. ⋅̌ is an (isometric) embedding of algebras;

4. 𝑓 (𝜄(𝑥)) = 𝑓 (𝑥) for all 𝑥 ∈ 𝑋.

If 𝐹 has a unity element 𝟙, then �̌� is a unity of 𝐹 .

Proof. Consider the two-sorted structure
𝔐 = ⟨(𝐹 ,𝑋), (0, 𝟙,+, ⋅𝑟, ⋅)𝑟∈ℝ, (‖⋅‖∞ , ⟨⋅ ∣ ⋅⟩)⟩,

for the vocabulary 𝑉 = 𝑉 |X⟩
alg consisting of the operations of an algebra, a new sort symbol 𝚇,

and an additional binary predicate ⟨⋅ ∣ ⋅⟩ ∶ 𝐹 ×𝑋 → ℝ ∶ (𝑓, 𝑥) ↦ 𝑓 (𝑥) (which is not a bona fide
pairing: although linear on the first argument 𝑓 , the second argument 𝑥 is a point in a “structureless”
sort). Each 𝑥 ∈ 𝑋 has a (realized) 𝐹 -type, namely the point 𝜄(𝑥) ∶= ⟨⋅ ∣ 𝑥⟩ = (⟨𝑓 ∣ 𝑥⟩)𝑓∈𝐹 ∈
∏

𝑓∈𝐹 [− ‖𝑓‖∞ , ‖𝑓‖∞] ⊆ ℝ𝐹 . The type space �̌� ⊆ ℝ𝑓 is the (necessarily compact Hausdorff)
closure of the set of realized types; in particular, 𝜄(𝑋) ⊆ �̌� is dense. Each 𝑓 ∈ 𝐹 yields a continuous
bounded function 𝑓 ∶= 𝜋𝑓 ∶ �̌� → [− ‖𝑓‖∞ , ‖𝑓‖∞] (by restriction of the continuous “𝑓 -th
coordinate” map on ℝ𝑋); therefore, 𝐹 ∶= {𝑓 ∶ 𝑓 ∈ 𝐹 } ⊆ b(�̌�). Clearly, 𝑓 (𝜄(𝑥)) = ⟨𝑓 ∣ 𝑥⟩ =
𝑓 (𝑥) holds for 𝑥 ∈ 𝑋. We claim that 𝐹 → b(�̌�) ∶ 𝑓 ↦ 𝑓 preserves all algebra operations and
the norm (thus, in particular, 𝐹 is a sub-algebra of b(�̌�)). First, �̌� = (𝟙(𝑥))𝑥∈𝑋 = (1)𝑥∈𝑋 is the
unity of b(�̌�). Next, given 𝑓, 𝑔 ∈ 𝐹 ,

(𝑓 + 𝑔)̌ (𝜄(𝑥)) = ⟨𝑓 + 𝑔 ∣ 𝑥⟩ = ⟨𝑓 ∣ 𝑥⟩ + ⟨𝑔 ∣ 𝑥⟩ = 𝑓 (𝜄(𝑥)) + �̌�(𝜄(𝑥))
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holds for all (realized types by) 𝑥 ∈ 𝑋; therefore, (𝑓 + 𝑔)̌ (𝔵) = 𝑓 (𝔵) + �̌�(𝔵) holds for all 𝔵 ∈ �̌� by
continuity of (𝑓 + 𝑔)̌, 𝑓 , �̌� on �̌�; thus, (𝑓 + 𝑔)̌ = 𝑓 + �̌�. The verification that 𝐹 is closed under
all remaining operations is similar and omitted. Finally, given 𝑓 ∈ 𝐹 , on the one hand, since �̌�
contains all principal types, we have ‖‖

‖

𝑓‖‖
‖∞

≥ ‖𝑓‖∞; on the other hand, by the definition of the type
topology, 𝑓 (𝔵) ∈ 𝑓 (𝑋) ⊆ [− ‖𝑓‖∞ , ‖𝑓‖∞] for all 𝔵 ∈ �̌�, so ‖

‖

‖

𝑓‖‖
‖∞

≤ ‖𝑓‖∞ as well; therefore,
𝑓 ↦ 𝑓 is an isometric embedding.
57 Corollary (Stone-Čech compactification). Let 𝑋 be any Tychonoff space (completely regular
Hausdorff), and let 𝐹 = b(𝑋) be the (unital) algebra of continuous bounded functions on 𝑋,
regarded as a Banach algebra 𝐹 = ⟨𝐹 , (+, 0, 𝑟⋅, ⋅), ‖⋅‖∞⟩𝑟∈ℝ. Then the map 𝜄 ∶ 𝑋 → �̌� in Theo-
rem 56 is a topological embedding with dense image having the following universal property: for
every continuous bounded 𝑓 ∈ b(𝑋), the function 𝑓 ∈ b(�̌�) is unique with the property that
𝑓 = 𝑓◦𝜄.

Proof. By Urysohn’s Lemma, the topology on the Tychonoff space 𝑋 is precisely the initial topol-
ogy by the family of functions 𝑓 ∈ b(𝑋) = 𝐹 . The topology on �̌� is precisely the initial topology
by functions 𝑓 ∈ 𝐹 ; since 𝑓 = 𝑓◦𝜄, the topology on𝑋 is precisely the pullback topology by 𝜄 (i.e.,
the “subspace topology” if one identifies𝑋 with 𝜄(𝑋) ⊆ �̌�), so 𝜄 is an embedding. Since 𝜄(𝑋) ⊆ �̌�
is dense, the extension 𝑓 of 𝑓 is unique.

Exercise 43 Stone-Čechcompactification
Show the following more general universal property of �̌� holds in Corollary 57: any continuous

𝑓 ∶ 𝑋 → 𝐾 into a Hausdorff compact space𝐾 admits a unique extension 𝑓 ∶ �̌� → 𝐾 in the sense
that 𝑓◦𝜄 = 𝑓 .

[Hint: Compact Hausdorff spaces are Tychonoff.]
Theorem 56 may be restated in a more structural form. A 𝑉 |X⟩

alg -structure
𝔐 = ⟨(𝐹 ,𝑋), (0,+, ⋅𝑟, ⋅)𝑟∈ℝ, (‖⋅‖∞ , ⟨⋅ ∣ ⋅⟩)⟩,

will be called an abstract algebra of bounded functions if:
• the 𝑉alg-reduct of 𝔐 is a commutative algebra,
• for each 𝑥 ∈ 𝑋, the map ⟨⋅ ∣ 𝑥⟩ ∶ 𝐹 → ℝ is a homomorphism of unital vector lattice-algebras

and, for all 𝑓 ∈ 𝐹 ,
sup
𝑥∈𝑋

|⟨𝑓 ∣ 𝑥⟩| = ‖𝑓‖∞ (<∞). (5.1)

The following theorem is a structural version of 56 above.
58 Theorem (Stone Representation (structural version)). Let

𝔐 = ⟨(𝐹 ,𝑋), (0,+, ⋅𝑟, ⋅)𝑟∈ℝ, (‖⋅‖∞ , ⟨⋅ ∣ ⋅⟩)⟩,
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be an abstract algebra of bounded functions. Then there is a structure-preserving embedding2 of
𝔐 into

�̌� = ⟨(𝐹 , �̌�), (0, 𝟙,+, ⋅𝑟, ⋅)𝑟∈ℝ, (‖⋅‖∞ , ⟨⋅ ∣ ⋅⟩)⟩,

where

1. �̌� ⊆ ℝ𝐹 is the compact Hausdorff space of ⟨𝐹 ∣ ⋅⟩-types of 𝑋, on which 𝑋 embeds densely
via the “type map” 𝑥↦ ⟨⋅ ∣ 𝑥⟩;

2. 𝐹 ∶= {𝑓 ∶= 𝜋𝑓 ∶ 𝑓 ∈ 𝐹 } ⊆ b(�̌�) is the set of “coordinate projections” on �̌�, endowed
with the operations and supremum norm induced from b().

Thus, the abstract algebra 𝐹 is represented concretely as an algebra 𝐹 of functions on a compact
space �̌�.
Proof. This is essentially a restatement of Theorem 56; the same proof applies mutatis mutandis.

Exercise 44
In the definition of abstract algebra of bounded functions above, show that the requirement

that the 𝑉alg-reduct is commutative may be omitted (i.e., any not-necessarily-commutative abstract
algebra of bounded functions is commutative —modulo zero-distance, of course).

Exercise 45 Lattice expansion of a function algebra

Part I
Give a suitable definition of “abstract normed lattice-algebra of functions” on the vocabulary

𝑉 |X⟩
𝐿∞ = ({𝙵, 𝚇}, {𝟶,+, (𝚛⋅)𝑟∈ℝ, ⋅,∨,∧}, {𝙽, ⟨⋅ ∣ ⋅⟩})

expanding the vocabulary 𝑉𝐿∞ = (𝙵,… , 𝙽) of Banach lattice-algebras with a second sort symbol 𝚇
and a binary predicate symbol ⟨⋅ ∣ ⋅⟩ ∶ 𝙵 × 𝚇 → ℝ.

Part II
Show that every abstract algebra𝐹 of functions admits a unique expansion to an abstract normed

lattice-algebra of functions such that every map ⟨⋅ ∣ 𝑥⟩ respects the lattice operations on 𝐹 and ℝ.
Part III

State and prove a version of Theorem 58 for abstract normed lattice-algebras of functions.

Exercise 46 Dual-pair expansions of bounded function algebras
Let

𝔐 = ⟨(𝐹 ,𝑋), (0,+, ⋅𝑟, ⋅)𝑟∈ℝ, (‖⋅‖∞ , ⟨⋅ ∣ ⋅⟩)⟩,
2The structural embedding is not necessarily injective on 𝑋 in a set-theoretic sense, but is only injective modulo

type equality (structural indistinguishability). In order to obtain a set-theoretic injection, points 𝑥, 𝑦 ∈ 𝑋 with the same
⟨𝐹 ∣ ⋅⟩-type (i.e., not separated by any function 𝑓 ∈ 𝐹 ) must be first identified.
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be an abstract algebra of bounded functions.
Recall that the pairing ⟨⋅ ∣ ⋅⟩ on 𝐹 × 𝑋 is linear only in the first argument since 𝑋 is simply a

pointset. Let 𝓁1
𝑋 ∶= 𝓁1(𝑋) ⊆ ℝ𝑋 be the space of elements 𝑟 = (𝑟𝑥)𝑥∈𝑋 with ‖𝑟‖1 ∶=

∑

𝑥∈𝑋
|

|

𝑟𝑥|| <
∞, regarded as a normed space 𝓁1

𝑋 = ⟨𝓁1
𝑋 ,… , ‖⋅‖1⟩. Then ⟨⋅ ∣ ⋅⟩ extends to a bilinear real predicate

⟨⋅ ∣ ⋅⟩′ ∶ 𝐹 × 𝓁1
𝑋 → ℝ.

Part I
Show that one obtains a normed dual pair ⟨(𝐹 ,𝓁1

𝑋),… , (‖⋅‖∞ , ‖⋅‖1 , ⟨⋅ ∣ ⋅⟩
′)⟩ in this manner.

Part II
Elements 𝜇 ∈ 𝓁1

𝑋 give linear maps ⟨⋅ ∣ 𝜇⟩ ∶ 𝐹 → ℝ. Show that such maps need not respect
the product of 𝐹 (i.e., need not be algebra homomorphisms).

Characterize elements 𝜇 ∈ 𝓁1
𝑋 yielding algebra homomorphisms ⟨⋅ ∣ 𝜇⟩.

5.3 𝐿1,∞-pairs
There are lessons to learn from Stone’s Theorem. To begin, a sizable number of ingredients en-
ter the definition of unital vector lattice-algebra. However, structurally speaking, the “underlying
pointset” 𝑋 is, in effect, structureless: it serves only to index a collection of homomorphisms
𝐹 → ℝ. Furthermore, despite the two-sort setting implied and the background role played by 𝓁∞,
the “concrete” realization 𝐹 ⊆ b(�̌�) only endows �̌� with a topology and not with a linear struc-
ture. To readers familiar with measure theory and the “capital ‘𝐿’ ” spaces ∞(𝑌 ) on a measure
space (𝑌 ,, 𝜇), this should indicate that “little ‘𝓁’ ” spaces 𝓁∞(𝑋) —even when endowed with
the sizable structure of a unital vector lattice-algebra— fall short of capturing structural features of
their Big Brother ∞(𝑌 ).3

Vocabulary for 𝐿1,∞-pairs The vocabulary 𝑉𝐿1,∞ is obtained from the vocabulary 𝑉 ∨
⟨⋅∣⋅⟩ for

dual lattice pairs as follows. The sort descriptors 𝚇, 𝚇′ of 𝑉 ∨
⟨⋅∣⋅⟩ are replaced by descriptors 𝙻∞, 𝙻1

naming the “𝐿∞-sort” and the “𝐿1-sort”, respectively. In addition, 𝑉𝐿1,∞ contains:
• a nullary symbol 𝟷 of sort 𝙻∞;
• a binary function symbol ⋅ ∶ 𝙻∞ × 𝙻∞ → 𝙻∞ (for the algebra multiplication on sort 𝙻∞);
• another binary function symbol ∗∶ 𝙻∞ × 𝙻1 → 𝙻1 (for the module product of 𝙻∞ on 𝙻1), and
• a predicate symbol 𝙸 ∶ 𝙻1 → ℝ for the integration functional.
3As an example of efforts directed at “capturing” the essence of spaces ∞(𝑌 ), we mention the notion of “𝑀-

space”: a Banach lattice-algebra whose norm satisfies ‖𝑥 + 𝑦‖ = max{‖𝑥‖ , ‖𝑦‖} when 𝑥 ∧ 𝑦 = 0. By a classical
result of Kakutani, an 𝑀-space admits a concrete realization as a sublattice of b(�̌�) for some compact space �̌�.
However, an 𝑀-space need not be isomorphic to a space 𝐿∞(𝑌 ). In a sense, 𝑀-spaces are akin to spaces 𝓁∞, but
distinct from spaces 𝐿∞. By contrast (also by results of Kakutani), for 1 ≤ 𝑝 < ∞, spaces 𝐿𝑝(𝑌 ) are characterized by
natural axioms in the vocabulary of vector lattice-algebras. Our approach captures 𝐿∞ spaces faithfully, essentially by
adapting Kakutani’s treatment of 𝑀-spaces, but in a richer vocabulary of dual “𝐿1,∞-pairs”.



CHAPTER 5. BANACH LATTICE-ALGEBRAS 67

An 𝐿1,∞-pair is a 𝑉𝐿1,∞-structure
 = ⟨(∞,1), (0, 0′,+,+′, (𝑟⋅, 𝑟⋅′)𝑟∈ℝ,∨,∨′,∧,∧′, 𝟙, ⋅, ∗), (‖⋅‖∞ , ‖⋅‖1 , ⟨⋅ ∣ ⋅⟩ ,)⟩

such that
• the 𝑉 ∨

⟨⋅∣⋅⟩-reduct of  is a dual Banach lattice pair;
• the 𝑉 𝟷

alg-reduct of  (with sort ∞ as underlying set) is a commutative unital Banach algebra;
• the operation ∗∶ ∞ × 1 → 1 endows the Banach space 1 with the structure of an ∞-

module (i.e., ∗ is bilinear and ∞-homogeneous: 𝟙 ∗ 𝜇 = 𝜇 and (𝑓 ⋅ 𝑔) ∗ 𝜇 = 𝑓 ∗ (𝑔 ∗ 𝜇)
hold for 𝑓, 𝑔 ∈ ∞ and 𝜇 ∈ 1);

•  is a positive4 linear functional on 1;
• |(𝜇)| ≤ (|𝜇|) = ‖𝜇‖1 for all 𝜇 ∈ 1 (where |𝜇| = (−𝜇) ∨′ 𝜇 as usual);
• ⟨𝑓 ∣ 𝜇⟩ = (𝑓 ∗ 𝜇) for all 𝑓 ∈ ∞ and 𝜇 ∈ 1;
• [Faithfulness (also called sufficiency)] ‖𝑓‖∞ = sup𝜇∈1[1] |⟨𝑓 ∣ 𝜇⟩| for all 𝑓 ∈ ∞;
• [Axioms of idempotents]

– For every 𝜇 ∈ 1 there is an idempotent 𝑔 ∈ ∞ (i.e., an element satisfying 𝑔 = 𝑔2
(= 𝑔 ⋅ 𝑔)) such that 𝑔 ∗ 𝜇 = 𝜇+.

– for every 𝑓 ∈ ∞ there is an idempotent 𝑔 ∈ ∞ such that 𝑔 ⋅ 𝑓 = 𝑓+.
59 Remarks. For reasons of clarity, we have used symbols ⋅ and ∗ for the operations of multipli-
cation (𝑓, 𝑔) ↦ 𝑓 ⋅ 𝑔 and (𝑓, 𝜇) ↦ 𝑓 ∗ 𝜇. Per the usual convention, we will typically omit the
operation symbols and denote those products simply 𝑓𝑔, 𝑓𝜇.

The structural ingredients and axioms for an 𝐿1,∞-pair are redundant. For instance, one may
dispense with the pairing ⟨⋅ ∣ ⋅⟩ and define ⟨𝑓 ∣ 𝜇⟩ ∶= (𝑓𝜇). One could also dispense with, say,
the join operation(s), defining them as the negative of the meet of the negatives.

The motivation for the definition of 𝐿1,∞-pair should be clear: while abstracting away the op-
erations of evaluation-at-a-point, we seek to structurally capture other properties of the dual pair
(𝓁1,𝓁∞) of Banach lattices (more generally, in pairs of lattices 𝓁1

(𝑋), 𝓁∞
(𝑋)), including those of the

algebra product (pointwise multiplication) of 𝓁∞, and its action on 𝓁1 by pointwise multiplication.
While points of 𝑋 are done away with, their presence is “felt” in the axiom of idempotents which,
as we shall see, also implies that ∞ is the dual of 1.

5.4 Representing 𝐿1,∞-pairs as lattices of functions and
measures

60 Theorem (Representation of𝐿1,∞-pairs à la Riesz). Given an𝐿1,∞-pair = ⟨(∞,1),… , (‖⋅‖∞ , ‖⋅‖1 ,)⟩
there exist

4I.e., satisfying (𝜇+) ≥ 0 for all 𝜇 ∈ ∞.
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• a compact Hausdorff topological space Ω;

• a unital Banach lattice-algebra  ⊆ b(Ω) of (bounded) Borel-measurable functions on Ω,

• a Banach lattice 𝕄 of regular finite measures on Ω (under the norm |||⋅||| of total variation),

• a 𝑉𝐿1,∞-isomorphism ∞ × 1 →  × 𝕄 ∶ (𝑓, 𝜇) ↦ (𝑓, �̃�) (i.e., a bijection preserving all
operations and predicates of the vocabulary 𝑉𝐿1,∞), where

– the operation 𝙸𝕄 is classical integration �̃� ↦ ∫ d�̃� (= ∫ 1 d�̃�);
– the bilinear pairing on  ×𝕄 is (𝑓, �̃�) ↦ ∫ 𝑓 d�̃� (integration of functions with respect

to 𝜇);
– the  -module operation (𝑓, �̃�) ↦ 𝑓 ∗ �̃� on 𝕄 is adjoint to the multiplication of 

on itself, i.e., 𝑓 ∗ �̃� is the (regular) measure with associated integration functional
�̃� ↦ ∫ (𝑓�̃�) d�̃�.

Proof outline. Let ∞+ ⊆ ∞ be the “positive cone” of elements 𝑓 ≥ 0. By the Axiom of Idem-
potents, every ideal 𝐽 ⊆ ∞ is generated by its subset 𝐽+ ∶= 𝐽 ∩ ∞+ of positive elements, and
is therefore closed under lattice operations. Since ∞+ is closed under products, it follows that
the “lattice completion” 𝐽∧ ∶= {𝑓 ∈ ∞ ∶ |𝑓 | ≤ 𝑔 for some 𝑔 ∈ 𝐽} is also an ideal; moreover,
𝐽∧ ∋ 𝟙 only if 𝟙 ∈ 𝐽 (again, by the Axiom of Idempotents). It follows that a maximal ideal 𝐽 ⊆ ∞

is a (non-unital) sub-lattice algebra of ∞, monotone in the sense that 𝐽∧ = 𝐽 , whose quotient field
𝔽 ∶= ∞∕𝐽 ⊇ ℝ𝟙 ≃ ℝ is itself a lattice under induced operations, and therefore 𝔽 = ℝ𝟙 ≃ ℝ.

Thus, every maximal ideal 𝐽 ⊆ ∞ is of the form 𝐽 = ker(𝜉)where 𝜉 ∶ ∞ → ℝ is a homomor-
phism of real unital Banach lattice-algebras. Conversely, the kernel of every such homomorphism
is a maximal ideal (hence a monotone sub-lattice-algebra). Let Ω ⊆ (∞)∗ be the set of unital
lattice-algebra homomorphisms ∞ → ℝ. Since each 𝜉 ∈ Ω preserves lattice operations, if 𝑓 ≥ 0,
then 𝜉(𝑓 ) ≥ 0, so Ω is included in the positive cone of (∞)∗ (recall that (∞)∗ is itself a Banach
lattice with operations induced from those of ∞). Since |𝑓 | ≤ ‖𝑓‖∞ ⋅𝟙 for all 𝑓 ∈ ∞ and 𝜉 ∈ Ω
is a unital monotone homomorphism, we see that |𝜉(𝑓 )| ≤ 𝜉(|𝑓 |) ≤ ‖𝑓‖∞, so ‖𝜉‖∗ ≤ 1 = 𝜉(𝟙),
so ‖𝜉‖∗ = 1; in particular, Ω is included in the “unit sphere” 𝑆(∞)∗ ∶= {𝜉 ∈ (∞)∗ ∶ ‖𝜉‖ = 1} ⊆
(∞)∗; more precisely, Ω is included in the positive sector 𝑆+

(∞)∗ ∶= 𝑆(∞)∗ ∩ ((∞)∗)+.
The “evaluation pairing” ∞ × (∞)∗ → ℝ will be denoted ⟪𝑓 ∣ 𝜉⟫ ∶= 𝜉(𝑓 ). We topologize

Ω ⊆ (∞)∗ in the weak-∗ topology. Much as in the proof of Alaoglu’s Theorem, one sees that any
accumulation point 𝜉 of realized types ⟪⋅ ∣ 𝜉⟫ is also a realized type 𝜉 = tp

⟨∞
|

(𝜉′) by some 𝜉′ ∈ Ω
(the additional ingredients are that 𝜉 must preserve not just the linear, but also the unital lattice-
algebra operations). Therefore, Ω is weak-∗ compact Hausdorff.

The pairing ⟨⋅ ∣ ⋅⟩ ∶ ∞ × 1 → ℝ induces a Banach vector-lattice embedding 1 → (∞)∗ ∶
𝜇 ↦ ⟨⋅ ∣ 𝜇⟩, which is isometric by the Axiom of Idempotents.

Every 𝑓 ∈ ∞ induces a functional ⟪𝑓 ∣ ⋅⟫ on (∞)∗ of norm ‖𝑓‖∞ and, by restriction, a
continuous function on Ω pointwise bounded by ‖𝑓‖∞. Define ‖𝑓‖Ω ∶= sup𝜉∈Ω |⟪𝑓 ∣ 𝜉⟫| (≤
‖𝑓‖∞).

Claim: ‖𝑓‖Ω = ‖𝑓‖∞. By a standard reduction it suffices to consider 𝑓 ≥ 0 with, say, ‖𝑓‖∞ =
1. For 0 < 𝑟 < 1, let ℎ ∶= 𝑓 − 𝑟𝟙. If 𝑔 = 𝑔2 is an idempotent with 𝑔ℎ = ℎ+, then 𝑔 ≠ 0 (since
𝑟 < 1 = ‖𝑓‖∞); therefore, the ideal 𝐽 = (𝟙 − 𝑔)∞ is proper, and any 𝜉 ∈ Ω whose kernel
includes 𝐽 satisfies ⟪𝑓 ∣ 𝜉⟫ ≥ 𝑟.
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It follows from the Claim that the notions of convergence in ∞ in ‖⋅‖∞-norm, and of uniform
convergence (i.e., in ‖⋅‖Ω-norm) in b(Ω) coincide. The topology on Ω is, by definition, initial
under maps ⟪𝑓 ∣ ⋅⟫. Since ∞ is a Banach lattice-algebra represented as an algebra of functions
⟪𝑓 ∣ ⋅⟫ ∈ b(Ω), it follows from the Stone-Weierstrass Theorem that 𝑓 ↦ 𝑓 ∶= ⟪𝑓 ∣ ⋅⟫ is a
Banach lattice-algebra isometry ∞ ≃ b(Ω). Henceforth, let  ∶= b(Ω) be the classical Banach
unital lattice-algebra of continuous (bounded) functions on Ω under the supremum norm (denoted
‖⋅‖∞ by an abuse of notation).

Each element 𝜇 ∈ 1 gives a linear functional 𝜇∗ ∶  → ℝ ∶ 𝑓 ↦ ⟨𝑓 ∣ 𝜇⟩ of norm
‖𝜇∗

‖

∗ = ‖𝜇‖1 (by Axiom of Idempotents, 𝑔𝜇 = 𝜇+ for some idempotent 𝑔, so ‖𝜇∗
‖

∗ = ‖(𝜇∗)+‖∗+
‖(𝜇∗)−‖∗ = 𝜇∗

(

�̃��̃� − (�̃� − �̃�)
) where ‖

‖

‖

�̃��̃� − (�̃� − �̃�)‖‖
‖∞

= 1). The map 𝜇 ↦ 𝜇∗ is compatible with
the lattice structure since 𝑓 ↦ 𝑓 and the pairing ⟨⋅ ∣ ⋅⟩ are. By the classical Riesz Representation
Theorem, 𝜇∗ is realized as the map 𝑓 ↦ ∫ 𝑓 d�̃� for some regular Borel measure �̃� on Ω of total
variation |||�̃�||| = ‖𝜇∗

‖

∗ = ‖𝜇‖1. The space 𝕄 = {�̃� ∶ 𝜇 ∈ 1} endowed with the natural Banach
lattice-algebra structure and action of  = b(Ω) completes the list of ingredients. The preceding
discussion shows that (𝑓, 𝜇) ↦ (𝑓, �̃�) is an isometric isomorphism.

5.5 Some properties of 𝐿1,∞-pairs
61 Proposition. Any element of ∞ is uniformly approximable by simple functions.

Proof. The assertion follows from a fairly routine application of the axiom of idempotents (on
sort 𝐿∞), by mirroring classical arguments constructing approximate “partitions of unity”. (We
omit the details.)

Absolute continuity and Radon-Nikodym multipliers
A modulus of absolute continuity (AC) is a family Δ⋅ = (Δ𝜀)𝜀>0 ⊆ [0,∞) with Δ𝜀 ↘ 0 (mono-
tonically) as 𝜀 → 0. Let 𝑔∗, ℎ∗ ∈ (∞)∗ bounded functionals such that 𝑔∗ ≥ 0. We say that ℎ∗ is
absolutely continuous over 𝑔∗ (AC/𝑔∗) with modulus Δ⋅ if

for all 𝑓 ∈ (∞[1])+ and 𝜀 > 0: 𝑔∗(𝑓 ) ≤ Δ𝜀 implies |ℎ∗| (𝑓 ) ≤ 𝜀.
We say that ℎ∗ is AC/𝑔∗ if it admits some modulus Δ⋅ of AC. (One may define the notion of AC
with respect to not-necessarily-positive 𝑔∗ using the definition with |𝑔∗| in its place.)

For arbitrary ℎ∗ ∈ (∞)∗, it is easy to show that the “bounded truncations” ℎ∗≤±𝑟𝑔∗ ∶= ℎ∗ ∧ 𝑟𝑔∗
for 𝑟 ≥ 0 converge in the operator norm to a limit ℎ∗AC∕𝑔∗ ∶= lim𝑟→∞ ℎ∗≤±𝑟𝑔∗ (necessarily AC/𝑔∗)
such that ℎ∗AC∕𝑔∗ = ℎ∗ iff ℎ∗ is AC/𝑔∗. For this reason, ℎ∗AC∕𝑔∗ is called the absolutely continuous
part of ℎ∗ over 𝑔∗. The remainder ℎ∗Sg∕𝑔∗ ∶= ℎ∗ − ℎ∗AC∕𝑔∗ is called the singular part of ℎ∗ over 𝑔∗;
it has the property that any truncation (ℎ∗Sg∕𝑔∗)≤±𝑟𝑔∗ = 0. The decomposition, ℎ∗ = ℎ∗AC∕𝑔∗ + ℎ

∗
Sg∕𝑔∗

is a direct lattice decomposition of “𝐿1-type” in the sense that ℎ∗AC∕𝑔∗ and ℎ∗Sg∕𝑔∗ are disjoint, and
‖ℎ∗‖∗ = ‖

‖

‖

ℎ∗AC∕𝑔∗
‖

‖

‖

∗
+ ‖

‖

‖

ℎ∗Sg∕𝑔∗
‖

‖

‖

∗.
62 Theorem (Approximate Radon-Nikodym decomposition). Given 𝜀 > 0 and any functionals
𝑔∗, ℎ∗ ∈ (∞)∗ such that 𝑔∗ ≥ 0 and ‖𝑔∗‖∗ = 1, there exists an idempotent 𝜒 with 𝑔∗(𝜒) ≥ 1 − 𝜀
and 𝑓 ∈ ∞ such that ‖ℎ∗◦𝜒 − 𝑔∗◦𝑓‖∗ ≤ 𝜀.
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The elements 𝑓 are called approximate Radon-Nikodym (RN) “derivatives” (we prefer the name
“RN-multiplier”). Of course, 𝑔∗◦𝑓 approximates ℎ∗AC∕𝑔∗ .
Remark. Theorem 62, a result about 𝐿∞ spaces and functionals thereon, is essentially a reformu-
lation of Pachl’s (1972) generalization of Fefferman’s Radon-Nikodym Theorem (1967) for finitely
additive set functions. Although Pachl’s argument is elementary and can be easily adapted to the
setting of 𝐿1,∞-structures, we omit the details.



Chapter 6

Stability and definability

6.1 Languages of first-order real-valued formulas
Vocabularies Let 𝑉 = (𝕄, 𝙵, 𝙿) be a vocabulary for real-valued structures with sort, function
and predicate symbol collections 𝕄, 𝙵, 𝙿.

We assume that𝑃 contains a logical unity constant (i.e., nullary predicate symbol) 𝟷 ∶𝑀0 → ℝ
interpreted as 1 ∈ ℝ in any 𝑉 -structure.

Structures Recall that a 𝑉 -structure is of the form
𝔐 = ⟨(𝑀𝑖)𝑖∈𝕄, (𝑓𝑗)𝑗∈𝙵, (𝑝𝑘)𝑘∈𝙿⟩

with sorts (“underlying pointsets”) 𝑀𝑖, functions 𝑓𝑗 between sorts, and real-valued predicates 𝑝𝑘on sorts of 𝔐 as in Section 2.

Sub-sorts and meta-sorts The general framework of Keisler (2022) does not require the vo-
cabulary to include a metric symbol for each sort 𝑀𝑖; it is only necessary for each predicate 𝚙 ∈ 𝙿

to have an a priori bounded interval [−𝑟𝚙, 𝑟𝚙] ⊆ ℝ of allowable interpretation values, for some real
𝑟𝚙 ≥ 0 (an implied attribute of the symbol 𝚙).

In applications, unbounded predicates are rather a necessity (e.g., the norm of a nontrivial
normed space is an unbounded predicate, as is the metric on any unbounded metric space).1 An
appropriate manner to deal with unbounded predicates is by splitting sorts into “sub-sorts” in such
a manner that the restrictions of unbounded predicates to such subsorts are uniformly bounded.
Ultimately, it is such sub-sorts (on which predicates are uniformly bounded) that are bona fide
sorts in the sense of real-valued structures, while “sorts” with unbounded predicates are actually
“metasorts” that, in an external sense, are woven together as direct limits of “bounded” subsorts.

From a practical perspective, whenever a sort 𝑋 (i.e., a metasort) is a normed vector space, it
shall be regarded as the “union” (direct limit) of, say, the bounded closed balls𝑋[𝑛] (𝑛 < 𝜔), which
are bounded sub-sorts (i.e., proper sorts). Similarly, when a sort 𝑋 is a metric space, it will always
be regarded as a pointed metric space having a distinguished point 𝑎 ∈ 𝑋, with the bounded closed

1Although an unbounded metric may always be replaced by a bounded one inducing the same topology, the induced
uniformity is changed; thus, the re-metrization comes at the expense of properties of great, or even primary interest.
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balls 𝑋[𝑛] = 𝐵𝑎[𝑛] = {𝑥 ∈ 𝑋 ∶ d(𝑥, 𝑎) ≤ 𝑛} (𝑛 < 𝜔) as subsorts. The choice of sub-sorts in non-
metric contexts is subject only to the constraint that each 𝑛-ary predicate 𝑝 on a product of subsorts
admits an a priori bound. Strictly speaking, such splitting into sub-sorts implies a corresponding
expansion of the language by inclusion maps 𝜄 ∶ 𝑋[𝑚] → 𝑋[𝑛] (for 𝑚 < 𝑛), but we will rarely
make explicit use of those, merely regarding 𝑋[𝑚] ⊆ 𝑋[𝑛] in a set-theoretical sense.

The distinction between (meta)sorts and sub-sorts is of critical technical importance, but it is
extremely convenient (requiring only an occasional peek underneath the veil of the implied abstrac-
tion) to think of (meta)sorts as “the” sorts of a real-valued structure with “unbounded” predicates.

6.2 The first-order language 𝐿𝑉

(Readers are assumed to be familiar with the notion of formula of first-order discrete logic.)
Let 𝑉 be a vocabulary for real-valued structures with sort descriptor, function symbol and pred-

icate symbol collections 𝕄, 𝙵, 𝙿, respectively. By externally reinterpreting sorts as direct limits of
sub-sorts if necessary, we impose on every predicate symbol 𝚙 an a priori compact set of allowable
values, say (for definiteness) a closed bounded interval 𝚙ℝ ∶= [−𝑟𝚙, 𝑟𝚙] for some 𝑟𝚙 ≥ 0.

The set of (syntactic) formulas of the first-order real-valued language 𝐿𝑉 is defined inductively.
For each sort descriptor 𝙼 ∈ 𝕄, let a countable collection (𝑥𝙼𝑖 )𝑖<𝜔 of variables of sort 𝙼 be given (a
collection of distinct purely formal symbols). The collections (𝑥𝙼𝑖 ) are assumed disjoint as 𝙼 varies.

Terms 𝐿𝑉 -terms are defined recursively in such a manner that any such term 𝜏 is “of a specific
sort 𝙼” as follows:

• any variable 𝑥𝙼𝑖 is a term of sort 𝙼;
• if 𝚏 ∶

∏

𝑖<𝑛 𝙼𝑖 → 𝙽 is a symbol of any arity 𝑛 ≥ 0, and if 𝜏 = (𝜏𝑖)𝑖<𝑛 is a term of sort
∏

𝑖<𝑛 𝙼𝑖(i.e., an 𝑛-tuple of terms such that 𝜏𝑖 is of sort 𝙼𝑖), then 𝚏(𝜏) is a term of sort 𝙽;2

Formulas Such a formula is said to have an a priori bound 𝑟𝚙. 𝐿𝑉 -formulas and their a priori
bounds are defined by induction on syntactic complexity by:

• An atomic 𝐿𝑉 -formula is any syntactic expression of the form 𝚙(𝜏) where 𝚙 ∶
∏

𝑖<𝑛 𝙼𝑖 →
[−𝑟𝚙, 𝑟𝚙] is a predicate symbol, and 𝜏 a term (𝑛-tuple) of sort ∏𝑖<𝑛 𝙼𝑖. (In particular, the
constant 𝟷 is an atomic 𝐿𝑉 -formula interpreted always as the real number 1 with a priori
bound 𝑟𝟷 = 1.) Atomic 𝐿𝑉 -formulas are 𝐿𝑉 formulas.

• [Connectives] If 𝜑,𝜓 are 𝐿𝑉 -formulas with a priori bounds 𝑟𝜑, 𝑟𝜓 and 𝑠 ∈ ℝ, then
– 𝑠 ⋅ 𝜑 is a formula with 𝑟𝑠⋅𝜑 ∶= |𝑠| 𝑟𝜑;
– 𝜑 + 𝜓 is a formula with 𝑟𝜑+𝜓 ∶= 𝑟𝜑 + 𝑟𝜓 ;
– 𝜑 ⋅ 𝜓 is a formula with 𝑟𝜑⋅𝜓 ∶= 𝑟𝜑 ⋅ 𝑟𝜓 ;
– 𝜑 ∨ 𝜓 and 𝜑 ∧ 𝜓 are formulas with 𝑟𝜑∨𝜓 = 𝑟𝜑∧𝜓 ∶= max(𝑟𝜑, 𝑟𝜓 );

2In particular, any constant (nullary symbol) 𝚏 ∶ 𝙼0 → 𝙽 is effectively a term 𝚏 = 𝚏() of sort 𝙽.
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• [Quantifiers] If 𝜑 is a formula and 𝚡 is any variable, then 𝜓 ≡ sup𝚡 𝜑 and 𝜓 ≡ inf𝚡 𝜑 are
formulas with 𝑟𝜓 = 𝑟𝜑.

For visual emphasis, the formulas above may be written in the forms
𝜓 ≡ sup

𝚡∈𝙼
𝜑, 𝜓 ≡ inf

𝚡∈𝙼
𝜑

to make explicit the sort 𝙼 of the variable 𝚡.3
The notions of variables of a formula 𝜑, and of variable free (bound) in 𝜑 are defined in the

analogous manner to discrete first-order languages (namely, a variable 𝚡 appearing free in 𝜑 be-
comes bound in the quantified formulas sup𝚡 𝜑, inf𝚡 𝜑).

An 𝐿𝑉 -sentence is a formula with no free variables.

Interpretation of formulas
Sentences 𝜑 of the language 𝐿𝑉 are interpreted in any given 𝐿𝑉 -structure 𝔐 each as a real number
𝜑𝔐 ∈ [−𝑟𝜑, 𝑟𝜑]. (The classical “satisfaction relation” 𝔐 ⊧ 𝜑 has no immediate/literal translation
to the real-valued framework.)

For any variable tuple �̄� = (𝚡𝙼𝑖𝑖 )𝑖<𝑛, it will be convenient to introduce the formal product �̄�𝙼 ∶=
∏

𝑖<𝑛 𝙼𝑖 associated to �̄�, and the corresponding interpretation �̄�𝙼
𝔐 ∶=

∏

𝑖<𝑛 𝙼
𝔐
𝑖 . Thus, a predicate

𝚙(�̄�) on �̄� as a variable tuple has descriptor
�̄�𝙼 → 𝚙ℝ (= [−𝑟𝚙, 𝑟𝚙]).

More generally, any formula 𝜑(�̄�) has descriptor
�̄�𝙼 → 𝜑ℝ (= [−𝑟𝜑, 𝑟𝜑]).

Recursive interpretation rules

Given two variable tuples �̄� (𝑚-tuple) and �̄� (𝑛-tuple), each consisting of distinct variables (though
not necessarily of distinct sorts, nor necessarily distinct between �̄� and �̄�) a term substitution
�̄�𝙼 → �̄�𝙼 is any 𝑛-tuple 𝜏 = (𝜏𝑗)𝑗<𝑛 of terms 𝜏𝑗 = 𝜏𝑗(�̄�), each of sort 𝙼𝑗 (i.e., of the sort of 𝚢𝑗).Upon reconciling the syntactic composition of function symbols 𝚏 appearing in terms 𝜏𝑗 with actual
functional composition of the interpretations 𝚏𝔐 of such symbols, any such tuple 𝜏 is interpreted
as a bona fide function

𝜏𝔐 ∶ �̄�𝙼
𝔐 → �̄�𝙼

𝔐.

(The reader should recognize the inductive procedure implied by such process of interpretation.)
3If 𝜑 is a formula of a variable 𝚡 of a meta-sort 𝙼, then 𝜑 typically only admits a priori bounds when restricted to

a proper formula on a specified sub-sort 𝙼[𝑛]. To retain such context, we will write quantified formulas in the forms
sup

𝚡∈𝙼[𝑛]
𝜑, inf

𝚡∈𝙼[𝑛]
𝜑,

when appropriate.
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The interpretation of an arbitrary 𝐿𝑉 -formula 𝜉 ≡ 𝜉(�̄�) (on a tuple �̄� of distinct variables — but
not all necessarily of distinct sorts) shall be a function

𝜉𝔐 ∶ �̄�𝙼
𝔐 → 𝜉ℝ (6.1)

defined recursively by the following rules:
• for atomic 𝜑 ≡ 𝜑(�̄�) ≡ 𝚙(𝜏) obtained by applying a predicate symbol 𝚙 ∶ �̄�𝙼 → ℝ to a term

substitution 𝜏 ∶ �̄�𝙼 → �̄�𝙼,
𝜑𝔐 ∶= 𝚙𝔐◦𝜏𝔐

�̄�↦ 𝚙𝔐(𝜏𝔐(�̄�));

If 𝜑 ≡ 𝜑(�̄�), 𝜓 ≡ 𝜓(�̄�) are 𝐿𝑉 -formulas (on a common tuple �̄� of variables including every
variable free in 𝜑 or 𝜓) and 𝑠 ∈ ℝ, then

– (𝑠 ⋅ 𝜑)𝔐 ∶ �̄�𝑀𝔐 → ℝ ∶ �̄�↦ 𝑠
(

𝜑𝔐(�̄�)
);

– (𝜑 + 𝜓)𝔐 ∶ �̄�𝑀𝔐 → ℝ ∶ �̄� ↦ 𝜑𝔐(�̄�) + 𝜓𝔐(�̄�);
– (𝜑 ⋅ 𝜓)𝔐 ∶ �̄�𝑀𝔐 → ℝ ∶ �̄�↦ 𝜑𝔐(�̄�) ⋅ 𝜓𝔐(�̄�);
– (𝜑 ∨ 𝜓)𝔐 ∶ �̄�𝑀𝔐 → ℝ ∶ �̄�↦ 𝜑𝔐(�̄�) ∨ 𝜓𝔐(�̄�);
– (𝜑 ∧ 𝜓)𝔐 ∶ �̄�𝑀𝔐 → ℝ ∶ �̄�↦ 𝜑𝔐(�̄�) ∧ 𝜓𝔐(�̄�).

• [Quantifiers] If 𝜑 ≡ 𝜑(�̄�𝚣) is any formula on the variable tuple �̄�𝚣 (where 𝚣 ∉ �̄�), then
(

sup
𝚣

𝜑
)𝔐

∶ �̄�𝑀
𝔐 → ℝ ∶ �̄�↦ sup

𝑏∈𝚣𝑀𝔐
𝜑𝔐(�̄�𝑏),

(

inf
𝚣
𝜑
)𝔐

∶ �̄�𝑀
𝔐 → ℝ ∶ �̄�↦ inf

𝑏∈𝚣𝑀𝔐
𝜑𝔐(�̄�𝑏).

In case 𝜑 ≡ 𝜑(�̄�) where 𝚣 ∉ �̄�, then (sup𝚣 𝜑) and (inf𝚣 𝜑) are both simply 𝜑. (In any
case, the interpretation is a map �̄�𝙼

𝔐 → ℝ.)
We stress that interpretations respect a priori bounds in accordance with (6.1).
It is worth noting that, for fixed �̄� the collection of interpretations 𝜑𝔐 of formulas 𝜑 ≡ 𝜑(�̄�) is

a unital vector sub-lattice-algebra of 𝓁∞(�̄�𝙼𝔐).

6.3 Ultraproducts and compactness
Fix a vocabulary 𝑉 = (𝕄, 𝙵, 𝙿).

Ultraproducts
Let 𝔐⋅ ∶= (𝔐𝑖)𝑖∈𝐼 be any collection of 𝑉 -structures 𝔐𝑖. Given any ultrafilter  on the index set 𝐼
we shall construct a 𝑉 -structure 𝔐 , the  -ultraproduct of the family 𝔐⋅ by mirroring the notion
of ultraproduct of discrete structures. A brief description of the construction of 𝔐 follows. First,
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for 𝙼 ∈ 𝕄, let 𝙼𝔐 ∶= 𝙼 =
∏

𝑖∈𝐼 𝙼
𝔐𝑖 . By pointwise application of operations 𝚏𝔐𝑖 ∶ �̄�𝙼 → 𝙽, one

defines operations 𝚏 ∶= 𝑓𝔐 ∶ �̄�𝙼
 → 𝙽 . The interpretation of predicates is via  -ultralimits.

For 𝚙 ∶ �̄�𝙼 → ℝ, define
𝚙 ∶= 𝚙𝔐 ∶ �̄�𝙼

 → ℝ
(�̄�(𝑖))𝑖∈𝐼 ↦  lim𝑖 𝚙

𝑖(�̄�(𝑖)).

Thus, we have constructed an ultraproduct 𝑉 -structure
𝔐 = ⟨(𝙼 )𝙼∈𝕄, (𝚏 )𝚏∈𝙵, (𝚙 )𝚙∈𝙿⟩.

An ultrapower of 𝔐 is any ultraproduct of a family (𝔐)𝑖∈𝐼 of 𝐼-many copies of the structure 𝔐
(for any ultrafilter  on any index set 𝐼).

Łos’s Theorem, transfer and compactness
63 Theorem (“Transfer Principle” for real-valued sentences (Łos’s Theorem)). Let 𝔐 be the
 -ultraproduct of a family (𝔐𝑖)𝑖∈𝐼 of 𝑉 -structures (for some  ∈ 𝛽𝐼). For any 𝐿𝑉 -sentence 𝜑,
denote by 𝜑 ∶= 𝜑𝔐 the interpretation value of 𝜑 in 𝔐 . Then,

𝜑 =  lim𝑖 𝜑
𝔐𝑖 . (6.2)

Theorem 63 is an immediate corollary of a more general Transfer Principle for 𝐿𝑉 -formulas
(Proposition 64 below). We begin with some general considerations. If 𝔑 is any 𝑉 -structure, we
have interpreted each 𝐿𝑉 -formula 𝜑(�̄�) in 𝔑 as a function 𝜑𝔑 ∶ �̄�𝙼

𝔑 → 𝜑ℝ, i.e., as an element of
the unital Banach lattice-algebra 𝓁∞(�̄�𝙼𝔑) having an a priori bound ‖

‖

𝜑𝔑
‖

‖∞ ≤ 𝑟𝜑 on its norm (this
follows from a straightforward inductive argument on the complexity of formulas and the recursive
definition of the a priori bounds.)

The interpretation of connectives acting on formulas 𝜑𝔑 ∈ 𝓁∞(�̄�𝙼𝔑) is compatible with the
lattice-algebra operations of𝓁∞(�̄�𝙼𝔑) and, ultimately, defined via the evaluation maps ev�̄� ∶ 𝓁∞(�̄�𝙼𝔑) →
ℝ ∶ 𝔱 ↦ 𝔱(�̄�) for �̄� ∈ �̄�𝙼

𝔑. The set of such formula interpretations is therefore a unital vector sub-
lattice-algebra of 𝓁∞(�̄�𝙼𝔑), but not necessarily Banach-closed.

If 𝚣 is a variable not in �̄�, then �̄�𝚣𝙼
𝔑 = �̄�𝙼

𝔑 × 𝚣𝙼
𝔑, and we have an operation

sup
𝚣𝙼

𝔑
∶ 𝓁∞(�̄�𝚣𝙼𝔑) → 𝓁∞(�̄�𝙼𝔑)

𝔱 = (𝔱(�̄�𝑏))�̄�𝑏∈�̄�𝚣𝙼
𝔑 ↦ sup

𝚣𝙼
𝔑
𝔱 ∶=

(

sup
𝑏∈𝚣𝙼

𝔑
𝔱(�̄�𝑏)

)

�̄�∈�̄�𝙼
𝔑

,

and a similarly defined operation inf
𝚣𝙼

𝔑 . Evidently, the maps sup
𝚣𝙼

𝔑 , inf
𝚣𝙼

𝔑 are continuous (1-
Lipschitz) and preserve constants 𝑟𝟷 ↦ 𝑟𝟷 as well as “pointwise” suprema and infima, respectively.4
The interpretation (sup𝚣 𝜑)𝔑 is precisely sup

𝚣𝙼
𝔑(𝜑𝔑). Moreover, if a formula 𝜑(�̄�) is regarded as a

formula 𝜑(�̄�𝚣) on a (spurious) additional variable 𝚣 ∉ �̄�, then 𝜑𝔑 = sup
𝚣𝙼

𝔑(𝜑𝔑) (= inf
𝚣𝙼

𝔑(𝜑𝔑));
thus, “syntactic sameness” of 𝜑(�̄�) and 𝜑(�̄�𝚣) is respected and semantically recovered via (say) the
operation sup

𝚣𝙼
𝔑 .

Theorem 63 is an immediate corollary of the following:
4I.e., sup�̄�𝑏∈�̄�𝚣𝙼

𝔑 𝔱(�̄�𝑏) = sup�̄�∈�̄�𝙼
𝔑 (sup�̄� 𝔱)(�̄�), and likewise for infima.
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64 Proposition (Transfer Principle for formulas). Let (𝔐𝑖)𝑖∈𝐼 ,  ∈ 𝛽𝐼 and 𝔐 be the ultraprod-
uct structure as in the statement of Theorem 63. For every 𝐿𝑉 -formula 𝜑(�̄�) on a variable 𝑛-tuple
�̄� = (𝑥𝙼𝑘𝑘 )𝑘<𝑛, denote 𝜑 ∶= 𝜑𝔐 ∈ 𝓁∞(�̄�𝙼 ). For all �̄�⋅ ∶= (�̄�(𝑖))𝑖∈𝐼 ∈ �̄�𝙼

 ,

𝜑 (�̄�⋅) =  lim𝑖∈𝐼 𝜑
𝔐𝑖(�̄�(𝑖)). (6.3)

Proof. Let 𝑠⋅ = (𝑠(𝑖))𝑖∈𝐼 ∈ 𝓁∞(𝐼) denote any bounded 𝐼-tuple of real numbers. The operation
𝛼 = 𝛼 ∶ 𝑠⋅ ↦  lim𝑖 𝑠(𝑖) is a linear functional 𝛼 ∈ (𝓁∞(𝐼))∗ of norm ‖𝛼‖∗ = 1.5 The operations
on 𝓁∞(𝐼) are pointwise, and ultralimits respect continuous pointwise operations; therefore, 𝛼 is ac-
tually a homomorphism 𝛼 ∶ 𝓁∞(𝐼) → ℝ of unital Banach lattice-algebras (thus, 𝛼(𝑠⋅𝑡⋅) = 𝛼(𝑠⋅)𝛼(𝑡⋅),
𝛼(𝑠⋅ ∨ 𝑡⋅) = max{𝛼(𝑠⋅), 𝛼(𝑡⋅)}, etc.).

Define the 𝜑-type of �̄�⋅ ∈ �̄�𝙼
 as the point tp𝜑(�̄�⋅) ∶= (𝜑𝔐𝑖(�̄�(𝑖)))𝑖∈𝐼 ∈ 𝓁∞(𝐼). Equation (6.3)

amounts to the identity, for all 𝐿𝑉 -formulas 𝜑(�̄�),
𝜑 = 𝛼◦ tp𝜑 (6.4)

(as elements of 𝓁∞(�̄�𝙼 ), i.e., at all points �̄�⋅ ∈ �̄�𝙼
 ) which we shall prove. At the base of an

inductive proof on the complexity of formulas, equation (6.4) holds for the atomic formula𝜑 ≡ 𝚙(�̄�)
by definition of 𝚙 . Since (6.4) for 𝜑 ≡ 𝚙(�̄�), as a collection of pointwise equalities at points �̄�⋅ ∈
�̄�𝙼

 implies such equalities when �̄� is of the form 𝜏 (�̄�), we see that (6.4) holds for general atomic
formulas of the form 𝜑 ≡ 𝚙(𝜏(�̄�)). Proceeding by induction, it is clear that 𝜑 ↦ tp𝜑 translates the
(syntactic) rules for connectives on formulas 𝜑 to the (semantic) vector lattice-algebra operations
of 𝓁∞(𝐼). Since 𝛼 also respects all vector lattice-algebra operations, we see that the right-hand side
of (6.4) obeys the recursive definition rules for the interpretation of connectives appearing on 𝜑

on the left-hand side.
It remains to verify that the right-hand side of (6.4) also inductively respects the rules for the

interpretation of quantifiers in 𝜑. Consider 𝜑 of the form 𝜑(�̄�) ≡ sup𝚣 𝜓 where 𝜓 ≡ 𝜓(�̄�𝚣).
By the semantics of suprema in the individual structures𝔐𝑖, we have tp𝜑(�̄�⋅) = sup𝑏⋅∈𝚣𝙼

 tp𝜓 (�̄�⋅𝑏⋅)
for all �̄�⋅ ∈ �̄�𝙼

 . For fixed �̄�⋅ ∈ �̄�𝙼
 , let 𝑠 ∶= 𝜑 (�̄�⋅) = sup𝑏⋅∈𝚣𝙼

 𝜓 (�̄�⋅𝑏⋅) = sup𝑏⋅∈𝚣𝙼
 𝛼(tp𝜓 (�̄�⋅𝑏⋅))(by inductive hypothesis). Since 𝛼 respects the lattice structure of 𝓁∞(𝐼),

𝛼(tp𝜑(�̄�⋅)) = 𝛼

(

sup
𝑏⋅∈𝚣𝙼


tp𝜓 (�̄�⋅𝑏⋅)

)

≥ sup
𝑏⋅∈𝚣𝙼


𝛼(tp𝜓 (�̄�⋅𝑏⋅)) = 𝑠.

For 𝑖 ∈ 𝐼 , let 𝑠(𝑖) ∶= 𝜑𝔐𝑖(�̄�(𝑖)). Given 𝜀 > 0, there exists 𝑏(𝑖) ∈ 𝚣𝙼
𝔐𝑖 such that 𝜓𝔐𝑖(�̄�(𝑖)𝑏(𝑖)) ≥ 𝑠(𝑖)−𝜀,

so 𝑏⋅ = (𝑏(𝑖))𝑖∈𝐼 satisfies tp𝜓 (�̄�⋅𝑏⋅) ≥ tp𝜑(�̄�⋅) − 𝜀𝟷. From the inductive hypothesis, it follows that
𝑠 ≥ 𝜓 (�̄�⋅𝑏⋅) = 𝛼(tp𝜓 (�̄�⋅𝑏⋅)) ≥ 𝛼(tp𝜑(�̄�⋅)) − 𝜀,

hence 𝑠 ≥ 𝛼(tp𝜑(�̄�⋅)) since 𝜀 > 0 is arbitrary. Thus, both sides of (6.4) obey the inductive rules for
the interpretation of suprema and, similarly, of infima quantifiers. By induction, this shows (6.4)
and hence (6.3) hold for all formulas 𝜑.

5If  is a nonprincipal ultrafilter on 𝐼 , then the functional 𝛼 is an element of (𝓁∞(𝐼)∖𝓁1(𝐼), i.e., 𝛼 is not of
the form ⟨𝛾 ∣ ⋅⟩ for any 𝛾 ∈ 𝓁1(𝐼). (Refer to Exercise 37(III)).
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Reduced structures and indistinguishability

Let 𝔐 be a 𝑉 -structure. Two elements 𝑎, 𝑏 ∈ 𝙼𝔐 (of the same sort) are said to be (first-order)
indistinguishable if, for every formula 𝜑(�̄�𝚣) on some variable 𝚣 of sort 𝙼 in addition to (other,
different) variables in any (possibly empty) tuple �̄�, we have d𝜑(𝑎, 𝑏) ∶= sup�̄� ||𝜑𝔐(�̄�𝑎) − 𝜑𝔐(�̄�𝑏)|

|

=
0.6 Clearly, d𝜑 is a pseudometric on 𝙼𝔐 for each such formula 𝜑(�̄�𝚣).

𝔐 is called reduced if indistinguishable points are (set-theoretically) equal.
Exercise 47 Atomic indistinguishability

Call points 𝑎, 𝑏 of the same sort 𝚡𝙼
𝔐 of some 𝑉 -structure 𝔐 atomic-indistinguishable if, for

every partitioned atomic formula 𝜑(𝚡; �̄�), the equality
𝜑𝔐(𝑎; 𝑐) = 𝜑𝔐(𝑏; 𝑐)

holds for all 𝑐 ∈ �̄�𝙼
𝔐. Show that a 𝑉 -structure 𝔐 is reduced iff atomic-indistinguishable points

are equal (i.e., indistinguishability is the same as atomic indistinguishability).

Exercise 48 Indistinguishability

Part I
Given any 𝑉 -structure 𝔐, show that all operations (functions) and predicates respect the the

(discrete) relation ≖ of indistinguishability, so one may pass to a quotient 𝔐∕ ≖.
* Part II

Let 𝑉 be a single-sorted vocabulary having one binary predicate d and a constant (nullary func-
tion symbol) 𝑐, but otherwise possessing as many functions and other predicates as desired. Let
𝔐 = ⟨𝑋,… , d⟩ be any 𝑉 -structure whose reduct ⟨𝑋, d⟩ is a pseudometric structure, and such that
every function 𝚏𝔐 and predicate 𝚙 is bounded and uniformly continuous on every closed ball

𝑋[𝑛] ∶= {𝑥 ∈ 𝑋 ∶ d(𝑥, 𝑐) ≤ 𝑛}

of radius 𝑛 < 𝜔. Show that the relation of first-order indistinguishability is precisely the zero-
distance relation d(𝑥, 𝑦) = 0.

(Remark: This result extends to multi-sorted vocabularies and structures, as long as each sort
carries a metric, and all operations and predicates are locally bounded and locally uniformly con-
tinuous with respect to the metrics on their domain pointsets.)

First-order indistinguishability is the relation “zero distance” with respect to the family of all
such pseudometrics. The topologies on individual sorts 𝙼𝔐 induced by the family of all such metrics
constitute the natural structural topology on 𝔐. The structural topology implies that, for instance,
every predicate 𝚙 ∶ �̄�𝚣𝙼 → ℝ induces a continuous map 𝑎 ↦ 𝚙𝔐(𝑐𝑎) for each 𝑐 ∈ �̄�𝙼

𝔐; however,
the structural topology implies a uniform modulus of convergence as 𝑐 varies (but not typically as
𝜑 varies).

The particular manner in which the structural topology balances uniform and pointwise conver-
gence is of paramount importance in the study of 𝑉 -structures 𝔐.

6Above, |𝜓| means 𝜓 ∨ (−𝜓), and sup�̄� 𝜓 means sup𝚡𝑛−1 …sup𝚡1 sup𝚡0 𝜓 if �̄� = 𝚡0𝚡1… 𝚡𝑛−1.
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Remark. One may construct a reduced ultraproduct 𝙼 by eventually passing to the quotient sorts
𝙼red ∶= 𝙼 ∕ ≖,

as those of a (reduced) ultraproduct structure whose sorts are endowed with the functions and pred-
icates induced per Part I of Exercise 48 above.

Open and closed conditions and theories
An open (resp., closed) 𝐿𝑉 -condition is a syntactic expression of either of the forms “𝜑 < 𝑟”,
“𝜑 > 𝑟” (resp., “𝜑 ≤ 𝑟”, “𝜑 ≥ 𝑟”) for some 𝐿𝑉 -sentence 𝜑 and real 𝑟. We also accept two-sided
conditions “𝑟 < 𝜑 < 𝑠” as open (resp., “𝑟 ≤ 𝜑 ≤ 𝑠” as closed).

An 𝐿𝑉 -structure 𝔐 is said to satisfy the condition 𝑟 < 𝜑 < 𝑠 (resp., 𝑟 ≤ 𝜑 ≤ 𝑠) if 𝑟 < 𝜑𝔐 < 𝑠
(resp., 𝑟 ≤ 𝜑𝔐 ≤ 𝑠), a property denoted

𝔐 ⊧ 𝑟 < 𝜑 < 𝑠 (resp., 𝔐 ⊧ 𝑟 ≤ 𝜑 ≤ 𝑠).
An open (resp., closed) 𝐿𝑉 -theory is a collection 𝑇 of open (resp., closed) conditions. A struc-

ture is called a model of 𝑇 if it satisfies every condition in 𝑇 .
A single closed condition 𝑟 ≤ 𝜑 ≤ 𝑠 is semantically equivalent to the countable open theory

(𝑟 − 1∕𝑛 < 𝜑 < 𝑠 + 1∕𝑛); therefore, a closed theory 𝑇 = (𝑟𝑖 ≤ 𝜑𝑖 ≤ 𝑠𝑖 ∶ 𝑖 < 𝜆) of 𝜆-many
conditions is semantically equivalent to an open theory of 𝜆𝜔-many conditions ⃖⃖⃗𝑇 = (𝑟𝑖 − 1∕𝑛 <
𝜑𝑖 < 𝑠𝑖 + 1∕𝑛 ∶ 𝑖 < 𝜆, 𝑛 < 𝜔). (An open theory is rarely equivalent to a closed theory.) Therefore,
the notion of open theory is the more general one.

Henceforth, “theory” means “open theory” unless otherwise specified. A closed theory 𝑇 is
semantically identified with the open theory ⃖⃖⃗𝑇 above.

A theory 𝑇 is satisfiable if it has a model; it is finitely satisfiable if every finite subset of 𝑇 is
satisfiable.

Interpretation of ultralimits

The meaning of ultralimits is worth demystifying. Let 𝑠⋅ ∈ 𝓁∞(𝐼) be any bounded 𝐼-sequence. For
an interval (𝑢, 𝑣) ⊆ ℝ, define

⦃𝑢 < 𝑠⋅ < 𝑣⦄ ∶= {𝑖 ∈ 𝐼 ∶ 𝑢 < 𝑠(𝑖) < 𝑣}.

The ultralimit 𝑟 ∶=  lim𝑖 𝑠(𝑖) is uniquely characterized by the property that
 ∋ ⦃𝑟 − 𝜀 < 𝑠⋅ < 𝑟 + 𝜀⦄ for all 𝜀 > 0. (6.5)

It is essential to work with open intervals, since the “exact value” set {𝑖 ∈ 𝐼 ∶ 𝑠(𝑖) = 𝑟} need not be
 -large (it might even be empty!).
65 Theorem (Compactness of first-order real-valued logic). Every finitely satisfiable closed the-
ory 𝑇 is satisfiable.
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Proof. Let 𝑇 = (𝑟𝑖 ≤ 𝜑 ≤ 𝑠𝑖)𝑖<𝜆 be a theory of, say, 𝜆-many closed conditions. Let  ⊆ (𝜆) be the
collection of finite subsets of 𝜆, directed by inclusion. For 𝐴 ∈ , let 𝔐𝐴 be a structure satisfying
the conditions with indexes 𝑖 ∈ 𝐴. Let be any cofinal ultrafilter on , i.e., an ultrafilter containing
every final segment 𝐴⊆ ∶= {𝐵 ∈  ∶ 𝐵 ⊇ 𝐴} for 𝐴 ∈ .7 Let 𝔐 be the  -ultraproduct of the
family (𝔐𝐴)𝐴∈ . For fixed 𝑖, the inequality 𝑟𝑖 ≤ 𝜑𝔐𝐴

𝑖 ≤ 𝑠𝑖 holds for a  -large set of 𝐴 ∈ , and
therefore 𝑟𝑖 ≤ 𝜑𝔐

𝑖 ≤ 𝑠𝑖 (since [𝑟𝑖, 𝑠𝑖] is closed). Therefore, 𝔐 satisfies 𝑇 .

6.4 Definable predicates and types
Real-valued first-order logic differs from discrete first-order in “mostly” expected —but certainly
interesting— ways. Recall that real-valued predicates are analogue to discrete relations. The a
notion of “definable relation” in first-order logic must be replaced by that of “definable predicate”.

Definable predicates
Let 𝑉 be a vocabulary and 𝔐 a 𝑉 -structure. Fix a variable tuple �̄� = (𝚢𝑖)𝑖<𝑛 (with all variables
different, if perhaps not of distinct sorts). Any bounded real-valued function

𝜋 ∶ �̄�𝙼
𝔐 → ℝ

is called a predicate. Such predicate is called definable with parameters in �̄� (a subset of some
Cartesian product �̄�𝙼

𝔐) if 𝜋 is uniformly approximable by formulas with parameters in �̄� . More
specifically,8 if given 𝜀 > 0 there is an 𝐿-formula 𝜑 ≡ 𝜑𝜀(�̄��̄�) ∶ �̄��̄�𝙼

𝔐 → ℝ and a parameter
𝑐 = 𝑐𝜀 ∈ �̄� such that |

|

𝜋(�̄�) − 𝜑(�̄�𝑐)|
|

≤ 𝜀 for all �̄� ∈ �̄�𝙼
𝔐. Such definable predicate 𝜋 admits an a

priori bound, for instance, 𝑟𝜋 = 1 + 𝑟𝜑1
. The collection of 𝐿[�̄�]-formulas 𝜑𝜀(�̄�𝑐𝜀) (for 𝜀 > 0) is

called a definition scheme for 𝜋 with parameters in �̄� (or a scheme for 𝜋∕�̄�). Of course, a scheme
consisting of countably many formulas 𝜑𝜀 and parameters 𝑐𝜀 suffices to witness definability (say,
with 𝜀 = 1∕𝑛 for 𝑛 < 𝜔).

Definable 𝜓-predicates

Fix a (partitioned) formula 𝜓(�̄��̄�). A predicate 𝜋(�̄�) is called a (definable) 𝜓-predicate if 𝜋 ad-
mits a definition scheme of the form (𝜑𝜀(�̄�))𝜀>0 where each formula 𝜑𝜀(�̄�) is obtained from finitely
many (say, 𝑘-many) formulas𝜓(�̄�𝑐0), 𝜓(�̄�𝑐1),… , 𝜓(�̄�𝑐𝑘−1) —called instances of𝜓 with parameters
𝑐0, 𝑐1,… , 𝑐𝑘−1— using logical constants and connectives (addition, multiplication, join and meet).

Thus, a definable 𝜓-predicate is effectively a “continuous” unital vector-lattice combination of
(ultimately countably many) “instances” 𝜓(�̄�𝑐𝑖) (𝑐𝑖 ∈ �̄�𝙼

𝔐).
7Final segments 𝐴⊆ form a filter base since any intersection ⋂

𝑖<𝑛(𝐴𝑖)⊆ of finitely many such is another final
segment (⋃𝑖<𝑛 𝐴𝑖)⊆.

8Upon first replacing variables in �̄� by same-sort but different variables if necessary, so �̄�, �̄� are disjoint tuples of
all distinct variables.



CHAPTER 6. STABILITY AND DEFINABILITY 80

Definable types
Let �̄�, �̄� be disjoint finite tuples of distinct variables, and let 𝜑 ≡ 𝜑(�̄��̄�) be a partitioned formula
(i.e., a formula whose free variables are partitioned into those in �̄� and those in �̄�). We call �̄� the
tuple of “type” variables and �̄� the tuple of “parameter” variables.

We work “locally” with 𝜑-types, which we now define.
The 𝜑-type realized by a tuple �̄� ∈ �̄�𝙼

𝔐 (with parameters in �̄� = �̄�𝙼
𝔐) is the predicate

tp𝜑(�̄�) ∶= 𝜑(�̄�⋅) ∶ �̄�𝙼
𝔐 → 𝜑ℝ ∶ �̄�↦ 𝜑(�̄��̄�),

regarded as an element of the compact Hausdorff topological product space 𝜑ℝ(�̄�𝙼𝔐). The closure
in the product topology of the set of such realized types is the type space 𝔗𝜑∕�̄� of 𝔐. It is also
compact Hausdorff. Any element 𝔱 ∈ 𝔗𝜑∕�̄� is called a 𝜑-type (over �̄�).

A type 𝔱 ∈ 𝔗𝜑∕�̄� is called definable if, when regarded as a predicate �̄�𝙼
𝔐 → ℝ ∶ �̄�↦ 𝔱(�̄�), it is

definable (i.e., 𝔱 admits some definition scheme (𝜓𝜀)𝜀>0 by 𝐿-formulas with parameters).
The formula 𝜑∗ dual to 𝜑 is that in which the roles of the type and parameter variables are

switched. Thus, 𝜑∗ ≡ �̃�(�̄��̄�) ≡ 𝜑(�̄��̄�).
A type 𝔱 ∈ 𝔗𝜑∕�̄� is called definable if, when regarded as a predicate �̄�𝙼

𝔐 → ℝ ∶ �̄�↦ 𝔱(�̄�), it is
definable (i.e., 𝔱 admits some definition scheme (𝜓𝜀)𝜀>0 by 𝐿-formulas with parameters).

A type 𝔱 ∈ 𝔗𝜑∕�̄� is called definable by a 𝜑∗-predicate if, when regarded as a predicate �̄�𝙼
𝔐 →

ℝ ∶ �̄� ↦ 𝔱(�̄�), it is a definable 𝜑∗-predicate, i.e., 𝔱(⋅) is uniformly approximated by formulas
connecting finitely many instances 𝜑∗(⋅𝑎𝑖) ≡ 𝜑(�̄�𝑖⋅) at a time.

Continuous extension of a definable 𝜓-predicate Given 𝜓 ≡ 𝜓(�̄��̄�) and a structure 𝔐, let
�̄� ∶= �̄�𝙼

𝔐 and �̄� ∶= �̄�𝙼
𝔐. A definable 𝜓-predicate 𝜋 ∶ �̄� → ℝ has a naturally associated

continuous map �̃� ∶ 𝔗𝜓∗∕�̄� → ℝ on the space 𝔗𝜓∗∕�̄� of (dual) 𝜓∗-types (over the parameter space
�̄� for �̄�) defined as follows. Given a definition scheme (𝜑𝜀(�̄�))𝜀>0 for 𝜋, each 𝜀-approximating
formula 𝜑𝜀(�̄�) is a combination (using vector lattice-algebra connectives) of finitely many instances
𝜓(�̄�𝑐0), 𝜓(�̄�𝑐1), . . . , 𝜓(�̄�𝑐𝑙−1) with 𝑐0, 𝑐1,… , 𝑐𝑙−1 ∈ �̄� . On a collection of 𝑙-many formal variables
�̄� = (𝚟0,… , 𝚟𝑙−1), for some term 𝜏𝜀 ≡ 𝜏𝜀(𝚟0,… , 𝚟𝑙−1) in the language of unital vector lattice-
algebras, the syntactic form of 𝜑𝜀 is thus

𝜑𝜀 ≡ 𝜏𝜀
[

𝜓(�̄�𝑐0), 𝜓(�̄�𝑐1),… , 𝜓(�̄�𝑐𝑙−1)
]

.

By interpreting the term 𝜏𝜀 in the Banach lattice-algebra ℝ, define
�̃�𝜀(𝔱∗) ∶= 𝜏𝜀

[

𝔱∗(𝑐0), 𝔱∗(𝑐1),… , 𝔱∗(𝑐𝑙−1)
]

,

and �̃�(𝔱∗) ∶= lim𝜀→0 �̃�𝜀(𝔱∗). One sees that �̃� is continuous on 𝔗𝜓∗∕�̄� , and �̃�◦ tp𝜓∗∕�̄� = 𝜋, so �̃�
“extends” 𝜋 continuously, so to speak (under the identification “by type” of �̄� ∈ �̄� with the ele-
ment tp𝜓∗∕�̄�(�̄�) ∈ 𝔗𝜓∗∕�̄�). Moreover, every continuous bounded map 𝜛 ∶ 𝔗𝜓∗∕�̄� → ℝ is necessar-
ily of the form 𝜛 = �̃� for some definable 𝜓-predicate 𝜋 (this follows from compactness of 𝔗𝜓∗∕�̄� ,
density of realized types tp𝜓∗∕�̄�(�̄�), and properties of the product topology.)
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A topological result of Grothendieck

Given a topological space 𝑋, the space9 p(𝑋) consists of the continuous bounded functions on 𝑋
under the “p-topology” of pointwise convergence, i.e., the initial topology under the collection of
evaluations ev𝑥 ∶ p(𝑋) → ℝ ∶ 𝑓 ↦ 𝑓 (𝑥) (alternatively, the subspace topology p(𝑋) ⊆ ℝ𝑋). A
subset 𝐴 ⊆ p(𝑋) having compact p-closure �̄� ⊆ p(𝑋) is called relatively p-compact.

A subset 𝐹 ⊆ p(𝑋) is bounded in norm if sup𝑓∈𝐹 ‖𝑓‖∞ <∞ (where ‖𝑓‖∞ = sup𝑥∈𝑋 |𝑓 (𝑥)| ∈
[0,∞] is the supremum norm).
66 Theorem. [Grothendieck] Let 𝑋 be a topological space and 𝑋0 ⊆ 𝑋 a dense subset. The
following properties are equivalent for any bounded subset 𝐹 ⊆ p(𝑋):

1. 𝐹 is relatively p-compact in p(𝑋).

2. for any sequences (𝑓𝑛) ∈ 𝐹 and (𝑥𝑚) ∈ 𝑋0,

 lim𝑚  lim𝑛 𝑓𝑚(𝑥𝑛) =  lim𝑛 lim𝑚 𝑓𝑚(𝑥𝑛).

Proof. [Grothendieck52, Théorème 6].

Stable formulas
Let 𝔐 be a 𝑉 -structure. A partitioned formula 𝜑(�̄��̄�) is called stable in 𝔐 if, whenever (�̄�𝑚)𝑚∈ℕ ⊆
�̄�𝙼

𝔐 and (�̄�𝑛)𝑛∈ℕ ⊆ �̄�𝙼
𝔐 are sequences, and  , ∈ 𝛽ℕ are any ultrafilters on ℕ, we have

 lim𝑚  lim𝑛 𝜑(�̄�𝑚�̄�𝑛) =  lim𝑛 lim𝑚 𝜑(�̄�𝑚�̄�𝑛). (6.6)
Otherwise, 𝜑 is called unstable in 𝔐.
67 Proposition (Stability Criterion). Let 𝑉 be a vocabulary, 𝔐 a 𝑉 -structure, and 𝜑(�̄��̄�) a parti-
tioned formula. Let �̄� ∶= �̄�𝙼

𝔐, �̄� ∶= �̄�𝙼
𝔐 be fixed parameter sets, and 𝔗 ∶= 𝔗𝜑∕�̄�, 𝔗∗ ∶= 𝔗𝜑∗∕�̄�

the corresponding spaces of 𝜑-types over �̄� and (dual) 𝜑∗-types over �̄�. The following are equiv-
alent:

1. 𝜑 is stable in 𝔐.

2. the evaluation pairing ev ∶ �̄�×�̄� → ℝ ∶ (�̄�, �̄�) ↦ 𝜑(�̄��̄�) extends to a function ẽv ∶ 𝔗×𝔗∗ →
ℝ that is separately continuous in each argument (in the sense that ẽv(tp𝜑(�̄�), tp𝜑∗(�̄�)) =
ev(�̄��̄�) for �̄� ∈ �̄� and �̄� ∈ �̄�.

Proof. By density of realized types in type space and continuity, evaluation extends to the contin-
uous maps 𝔗 × �̄� ∶ 𝔱 ↦ 𝔱(�̄�) and �̄� ×𝔗∗ ∶ 𝔱∗ ↦ 𝔱(�̄�).

[⇒] Assume 𝜑 is stable. Let 𝔱 ∈ 𝔗, 𝔱∗ ∈ 𝔗∗ be types given as ultralimits 𝔱 =  lim𝑖 tp𝜑(�̄�(𝑖)),
𝔱∗ =  lim𝑗 tp𝜑(�̄�(𝑗)). By stability, we have two equivalent definitions ẽv(𝔱, 𝔱∗) ∶=  lim𝑖 𝔱∗(�̄�(𝑖)) =
 lim𝑗 𝔱(�̄�(𝑗)) of a function ẽv ∶ 𝔗 × 𝔗∗ → ℝ. The first definition makes ẽv continuous on 𝔗 (by
density of realized types), the second, on 𝔗∗.

9The underlying set of p(𝑋) is the set (𝑋) of continuous functions 𝑓 ∶ 𝑋 → ℝ; the subscript “p” is a reminder
that the topology is that of pointwise convergence.
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[⇐] Assume ẽv is a separately continuous extension of ev; therefore, an extension of both
(𝔱, �̄�) ↦ 𝔱(�̄�) and (�̄�, 𝔱∗) ↦ 𝔱∗(�̄�). If 𝔱 =  lim𝑖 tp(�̄�(𝑖)) and 𝔱∗ =  lim𝑗 tp(�̄�(𝑗)), by continuity in
each argument separately,
 lim𝑖  lim𝑗 𝜑(�̄�(𝑖), �̄�(𝑗)) =  lim𝑖 𝔱∗(�̄�(𝑖)) = ẽv(𝔱, 𝔱∗) =  lim𝑗 𝔱(�̄�(𝑗)) =  lim𝑗  lim𝑖 𝜑(�̄�(𝑖), �̄�(𝑗)).

68 Theorem (Fundamental Theorem of Stability). 1. If a formula 𝜑(�̄��̄�) is stable in a struc-
ture𝔐, then every𝜑-type obtained as the ultralimit of a sequence is a definable𝜑∗-predicate.

2. If 𝜑-types of every ultrapower of 𝔐 are definable 𝜑∗-predicates, then 𝜑(�̄��̄�) is stable in 𝔐.

Proof. (1) Assume 𝜑(�̄��̄�) is stable in 𝔐. Let 𝑋 = 𝔗𝜑∗∕�̄� be the compact Hausdorff space of all
“dual”𝜑∗-types 𝔱∗; thus, p(𝑋) = (𝑋) = b(𝑋) by compactness. For �̄� ∈ �̄�we have a continuous
function ev�̄� ∶ 𝔱∗ ↦ 𝔱∗(�̄�) on 𝑋; thus, ev�̄� ∈ p(𝑋). By stability and Grothendieck’s Theorem 66,
𝐹 ∶= {ev�̄� ∶ �̄� ∈ 𝔸} is relatively p-compact. Let 𝔱 ∈ 𝔗𝜑∕�̄� be a𝜑-type over �̄� given as an ultralimit
𝔱 =  lim𝑛 tp𝜑(�̄�𝑛). By relative p-compactness of 𝐹 , (ev�̄�𝑛) has a  -ultralimit  lim𝑛 ev�̄�𝑛 = 𝜛 ∈
p(𝑋), hence 𝜛 = �̃� is obtained from (“extends”) some 𝜑∗-predicate 𝜋 ∶ �̄� → ℝ. Therefore, for
�̄� ∈ �̄�,

𝔱(�̄�) =  lim𝑛 𝜑(�̄�𝑛�̄�) = 𝜛(tp𝜑∗∕𝐴(�̄�)) = 𝜋(�̄�).

(2) We refer the reader to Corollary 4 of [BenYaacov2014].



Chapter 7

Stable Banach spaces

Let 𝑉nrm be the vocabulary for Banach spaces. A Banach space  = ⟨𝑋,… , ‖⋅‖⟩ is called stable if
the formula 𝛿(𝚡, 𝚢) ≡ ‖𝚡 + 𝚢‖ is stable. (The distance formula d(𝚡, 𝚢) ≡ ‖𝚡 − 𝚢‖ is perhaps more
“natural”, but the sign change is inconvenient in calculations; at any rate, 𝛿 is stable iff d is.)1

Here, we regard𝑋 as the direct limit (union) of bounded sub-sorts𝑋[𝑛] (say, for 𝑛 < 𝜔). Sensu
stricti, stability is for each formula ‖𝚡 + 𝚢‖ with 𝚡, 𝚢 variables of a fixed sort 𝑋[𝑛]. Thus,  is
stable iff for all bounded sequences (𝑥𝑚), (𝑦𝑛) ⊆ 𝑋 and ultrafilters  , on ℕ:

 lim𝑚  lim𝑛
‖

‖

𝑥𝑚 + 𝑦𝑛‖‖ =  lim𝑛 lim𝑚
‖

‖

𝑥𝑚 + 𝑦𝑛‖‖ .

(By homogeneity, stability in 𝑋[1] implies stability in any 𝑋[𝑛].)
* Exercise 49

Show that any finite-dimensional Banach space is stable.
[Hint: An 𝑛-dimensional Banach space 𝑋 is isomorphic (hence topologically homeomorphic)

to ℝ𝑛 by Theorem 42. Moreover, (closed) bounded subsets of 𝑋 correspond to (closed) bounded
subsets of ℝ𝑛 under such isomorphism. Closed bounded subsets of ℝ𝑛 (in any norm-metric, e.g.,
the usual Euclidean one) and hence of 𝑋 are compact. Therefore, each of the sequences (𝑥𝑚) and
(𝑦𝑛) ultra-converges in the metric sense, hence also in 𝛿-type.]

7.1 Stability of 𝐿1-spaces

A structural view of classical 𝐿1-spaces
An 𝐿1-space in the classical sense is any Banach space 𝐿1 = 𝐿1(𝜇) of (measurable and) absolutely
integrable real-valued functions on a measure space Ω = (Ω,, 𝜇) (where  is the 𝜎-algebra of
“measurable” subsets of Ω). In this section, we show that (the norm ‖⋅‖1 of) such spaces is stable.

The measure 𝜇 has a Jordan decomposition 𝜇 = 𝜇+ − 𝜇− and corresponding measure of total
variation |𝜇| = 𝜇+ + 𝜇−. Since 𝐿1(𝜇) is (by definition) 𝐿1(|𝜇|), we take 𝜇 ≥ 0 at the outset.
To avoid technicalities, we consider only 𝐿1-spaces such that 𝜇 is finite. Thus, by homogeneity,

1The definition of stability is perfectly appropriate in general normed spaces  , whether incomplete or non-
reduced.

83
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we will show only that the spaces 𝐿1 = 𝐿1(𝜋) of absolutely integrable “random variables” on a
probability space Ω = (Ω,  , 𝜋) are stable, where 𝜋 is a probability measure, and  is the 𝜎-algebra
of “events”.

From the probability space Ω, one also obtains a corresponding classical 𝐿∞-space 𝐿∞ =
𝐿∞(𝜋) of measurable essentially bounded real random variables on Ω.

Thus, from any probability measure 𝜋 one obtains an 𝐿1,∞ pair
⟨(𝐿∞, 𝐿1),… ,𝔼⟩

endowed with all the necessary structure come from the classical construction of and operations on
the spaces 𝐿∞(𝜋), 𝐿1(𝜋).

The 𝐿1,∞-structure above is rather special. Since 𝜋 is finite, one has a classical inclusion 𝐿∞ ⊆
𝐿1, which is not an operation in the vocabulary 𝑉𝐿1,∞ . As we show below, in effect, it suffices to
specify the “included” image of 𝟙 ∈ 𝐿∞ in 𝐿1. We adopt a convenient but unorthodox convention,
and use the symbol 𝜋 itself to denote the “constant function 𝟙 ∈ 𝐿∞” when regarded as an element
of 𝐿1. The inclusion 𝐿∞ ⊆ 𝐿1 is now structurally captured as the operation

𝐿∞ → 𝐿1

𝑓 ↦ 𝜄(𝑓 ) ∶= 𝑓𝜋,

i.e., as “measure rescaling”, akin to Radon-Nikodym multiplication, in a vocabulary that expands
𝑉𝐿1,∞ to a vocabulary 𝑉 𝜋

𝐿1,∞ with a single additional constant 𝜋 of sort 1. This “structural inclusion”
map is a 1-Lipschitz homomorphism of left 𝐿∞-modules. In fact, the space 𝐿1 is defined as the
‖⋅‖1 completion of the image 𝜄(𝐿∞) (equivalently, of the dense subset of simple functions in 𝐿∞).
69 Proposition. The𝑉 𝜋

𝐿1,∞-structure ⟨(𝐿∞,… , 𝟙), (𝐿1,… , 𝜋), (‖⋅‖∞ , ‖⋅‖1 ,)⟩ obtained from a clas-
sical probability space Ω = (Ω,  , 𝜋) is an 𝐿1,∞-pair expanded by a probability measure (i.e., an
element 0 ≤ 𝜋 ∈ 𝐿1 of norm ‖𝜋‖1 = 1) with the property that sort 𝐿1 is a topologically principal
𝐿∞-module generated by 𝜋 (in the sense that 𝐿1 is the ‖⋅‖1-completion of 𝐿∞𝜋).

Conversely, any 𝑉 𝜋
𝐿1,∞-structure ⟨(∞,… , 𝟙), (1,… , 𝜋), (‖⋅‖∞ , ‖⋅‖1 ,)⟩ whose 𝑉𝐿1,∞-reduct is

an 𝐿1,∞-pair whose ∞-sort is a topologically principal ∞-module generated by 𝜋 is isomorphic
to one obtained from a classical probability space Ω.

Proof. The direct assertion follows from the discussion above. The converse assertion is obtained
from Theorem 60.

Stability of ‖⋅‖1 in AC pairs
Let ⟨(∞,1),… ,⟩ be any 𝐿1,∞-pair, and let 𝜇 ∈ 1. An element 𝜈 ∈ 1 is called absolutely
continuous over 𝜇 (AC/𝜇) if 𝜈 is arbitrarily approximable by rescalings 𝑓𝜇 by an arbitrary multiplier
𝑓 ∈ ∞, i.e., if given 𝜀 > 0 there is 𝑓 ∈ ∞ such that ‖𝜈 − 𝑓𝜇‖1 ≤ 𝜀. The set of elements 𝜈 ∈ 1

that are AC/𝜇 is denoted 1
AC∕𝜇.

An 𝑉 𝜋
𝐿1,∞-structure𝔐will be called a structure of AC random variables (or simply, “an AC pair”)

if 𝔐 expands an 𝐿1,∞-pair with a distinguished probability measure 𝜋 ∈ 1 such that 1 = 1
AC∕𝜋

is a sort of (all) elements AC/𝜋 (i.e., 1 is topologically generated by 𝜋 as an ∞-module). By
Proposition 69, up to isomorphism, AC pairs are obtained from classical probability spaces.
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Via the inclusion 𝜄 ∶ ∞ → 1, one may see (the pullback of) ‖⋅‖1 as a different norm on ‖⋅‖∞;
however, the process of Banach completion in ‖⋅‖1-norm necessitates a disambiguation whereby
one “re-interprets ∞” as a distinct “new” sort 1.
70 Theorem (Stability of 𝐿1). The norm ‖⋅‖1 of an AC pair 𝔐 = ⟨(∞,1),… , 𝜋,𝔼⟩ is stable:
For any bounded sequences (𝜇𝑚), (𝜈𝑛) ⊆ 1 and ultrafilters  , on ℕ,

 lim𝑚  lim𝑛
‖

‖

𝜇𝑚 + 𝜈𝑛‖‖1 =  lim𝑛 lim𝑚
‖

‖

𝜇𝑚 + 𝜈𝑛‖‖1 . (7.1)
Proof. We take types tp(𝜇) of elements 𝜇 ∈ 1 for all formulas 𝜑(𝜇;ℎ, 𝜈) with parameters (ℎ, 𝜈) ∈
∞×1. Passing to a saturated extension �̃�, any type 𝔪 (over the original parameter set ∞×1)
is realized by some element 𝜉 ∈ ̃1. For concreteness, let 𝜉 be an element realizing the ultralimit
 lim𝑚 tp(𝜇𝑚). As long as arguments ultimately depend only on the type of 𝜉, it is more convenient
to work with such a realization.

By Theorem 62, we have 𝜉 = 𝜉AC + 𝜉Sg for disjoint elements 𝜉AC, 𝜉Sg ∈ ̃1 that are AC and
singular over 𝜋, respectively. In particular, for all 𝜂 ∈ ̃1

AC∕𝜋 ⊆ ̃1, we see that 𝜉AC + 𝜂 is disjoint
from 𝜉Sg, so ‖𝜉 + 𝜂‖1 = ‖

‖

𝜉AC + 𝜂‖
‖1 +

‖

‖

‖

𝜉Sg
‖

‖

‖1
. Note that 𝜉AC realizes the limit as 𝑟 → ∞ of the

 -ultralimit type of the sequence of truncations (𝜇𝑚)≤±𝑟𝜋 .
By Theorem 62, the type ⟨

⋅ ∣ 𝜉AC
⟩

∈ (∞)∗ is realized by an element 𝜉AC ∈ 1. Therefore,
the difference 𝜉Sg ∶= 𝜉AC − 𝜉AC induces the zero functional 0 =

⟨

⋅ ∣ 𝜉Sg
⟩

∈ (∞)∗. For fixed
𝜈 ∈ 1, using idempotents witnessing the decomposition 𝜈 = 𝜈+ − 𝜈− and the fact that 𝜉Sg realizes
the  -ultralimit type as 𝑟 → ∞ of the sequence ((𝜇𝑛)±𝑟𝜋 − 𝜉AC)𝑛<𝜔, one shows that ‖

‖

𝜉AC + 𝜈‖
‖1 =

‖

‖

‖

𝜉AC + 𝜈‖‖
‖1

+ ‖

‖

‖

𝜉Sg
‖

‖

‖1
.

The “standard part” map ̃1 → 1 ∶ 𝜉 ↦ 𝜉AC is linear, norm-decreasing, and restricts to the
identity on1; thus, we have a map 𝜉 ↦ 𝜉⟂ ∶= 𝜉−𝜉AC = 𝜉Sg+𝜉Sg. The space (1)⟂ ⊆ ̃1 consisting
of elements 𝜉⟂ is the kernel of 𝜉 ↦ 𝜉AC; it consists of elements 𝜂 such that ⟨𝑘 ∣ 𝜂±𝜋

⟩

= 0 for all
𝑘 ∈ ∞, where 𝜂±𝜋 ∶= (𝜂 ∧ 𝜋) ∨ (−𝜋). The spaces 1, (1)⟂ give a direct sum decomposition of
“𝐿1-type” in the sense that ̃1 = 1 ⊕ (1)⟂ and ‖𝜉‖1 =

‖

‖

‖

𝜉AC
‖

‖

‖1
+ ‖

‖

𝜉⟂‖
‖1. (The spaces 1, (1)⟂

are generally not disjoint lattices.) Let 𝜓(𝜇; 𝜈) ≡ ‖𝜇 + 𝜈‖1 (as a partitioned formula). We may
use the direct decomposition of ̃1 above to extend the 𝜓-type 1 → ℝ ∶ 𝜈 ↦ ‖𝜉 + 𝜈‖1 of 𝜉 to
a function 𝔗𝜓∗∕1 → ℝ ∶ 𝔫 ↦ ‖

‖

𝜉⟂‖
‖1 + 𝔫(𝜉AC) on 𝜓∗-types over 1, evidently continuous on its

argument 𝔫. Any such 𝜓∗-type 𝔫 is of the form 𝜇 ↦ ‖𝜇 + 𝜂‖1 = ‖

‖

𝜂⟂‖
‖1 + ‖

‖

𝜇 + �̌�AC‖‖1 for some
realization 𝜂 ∈ ̃1, and therefore extends continuously to 𝔗𝜓∕1 → ℝ ∶ 𝔪 ↦ ‖

‖

𝜂⟂‖
‖1 + 𝔪(�̌�AC).

Therefore, the function (𝜉, 𝜂) ↦ ‖𝜉 + 𝜂‖1 = ‖

‖

𝜉⟂‖
‖1+

‖

‖

‖

𝜉AC + �̌�AC
‖

‖

‖1
+‖
‖

𝜂⟂‖
‖1 depends only tp(𝜉), tp(𝜂)

and is separately continuous in each variable, so the formula ‖𝜇 + 𝜈‖1 is stable in𝔐, by the Stability
Criterion (Proposition 67).

7.2 Other stability results
71 Theorem (Stability of classical norms). Let Ω = (Ω,) be any measurable space, and 𝜇 any
measure on Ω.

The norms of the following classes of Banach spaces are stable:
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1. [Krivine-Maurey] ‖⋅‖𝑝 on classical function spaces 𝐿𝑝(𝜇) (1 ≤ 𝑝 <∞).

2. [Krivine-Maurey] ‖⋅‖𝑝 (1 ≤ 𝑝 < ∞) on Bochner function spaces 𝐿𝑝𝜇() of 𝜇-measurable
functions with values in a separable stable Banach space  .

3. [Garling] ‖⋅‖𝜙 on Orlicz function spaces 𝐿𝜙(𝜇) and Bochner function spaces 𝐿𝜙() whose
gauge 𝜙 satisfies a “Δ1-condition” (and  is separable stable).

Stability results do not end there. For instance, Bastero-Raynaud proved stability of rearrangement-
invariant spaces (this includes all spaces named above in addition to Lorentz spaces).

Results on stability including all those mentioned may be approached via the viewpoint of pairs
ubiquitous in these notes. From our perspective, each such theorem reduces to specifying the result
as one about a specific class of structures in a suitable vocabulary, satisfying specific axioms, and
possessing some degree of a priori saturation ensuring that sufficient parameters are at hand to
ensure that necessary predicates are definable (e.g., completeness and the existence of idempotents
in the case of AC structures).

7.3 Isomorphic/quasi-isometric embeddings and
representability

If  = ⟨𝑋,… , ‖⋅‖𝑋⟩ and  = ⟨𝑌 ,… , ‖⋅‖𝑌 ⟩ are normed spaces, we say that  is 𝜀-isometrically
embeddable (or 𝜀-embeddable) in  if there exists a linear map 𝑇 = 𝑇𝜀 ∶  →  such that
(1+ 𝜀)−1 ‖𝑥‖𝑋 ≤ ‖𝑇 (𝑥)‖𝑌 ≤ (1+ 𝜀) ‖𝑥‖𝑋 for all 𝑥 ∈ 𝑋. Any such 𝜀-isometry 𝑇𝜀 is an isomorphic
embedding of  in  . We say that  is quasi-isometrically embeddable in  if it is 𝜀-embeddable
for all 𝜀 > 0.

We say that  is 𝜀-representable in  if every finite-dimensional 𝑉 ⊆ 𝑋 is 𝜀-embeddable in 𝑌 .
We say that  is representable in  if it is 𝜀-representable for all 𝜀 > 0.

The Local Reflexivity Principle below is a strong form of representability of 𝑋∗∗ in 𝑋 that
imposes the additional condition of exactly preserving the pairing on 𝑋∗∗ ×𝑋∗ in 𝑋 ×𝑋∗ (at least
in a “local”, finite-dimensional sense).
72 Theorem (Local Reflexivity Principle). Let  = ⟨𝑋,… , ‖⋅‖⟩ be any normed vector space, and
let ∗ = ⟨𝑋∗,… , ‖⋅‖∗⟩ and ∗∗ = ⟨𝑋∗∗,… , ‖⋅‖∗∗⟩ be its Banach dual and double-dual (i.e., dual
of ∗).

Given 𝜀 > 0 and any finite-dimensional 𝑉 ⊆ 𝑋∗∗ and 𝐹 ⊆ 𝑋∗ there exists an 𝜀-isometry
𝑇 ∶ 𝑉 → 𝑋 such that 𝑇 ↾(𝑉 ∩𝑋) = id𝑉 ∩𝑋 , and 𝑓 (𝑇 𝑣) = 𝑓 (𝑣) for all 𝑓 ∈ 𝐹 and 𝑣 ∈ 𝑉 .

73 Theorem (Krivine). If  is a normed space of infinite dimension, then one of the following
possibilities holds:

• either: 𝓁𝑝 is representable in  for some 𝑝 ∈ [1,∞),

• or: 𝑐0 is representable in  .

74 Theorem (Krivine-Maurey). If  is a stable Banach space of infinite dimension then, for some
𝑝 ∈ [1,∞), 𝓁𝑝 quasi-isometrically embeds in  .
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A weakly stable normed space  is one in which any two sequences (𝑥𝑚), (𝑦𝑛) contained in a
weakly compact subset 𝐾 ⊆ 𝑋 satisfy the commutation of iterated ultralimits property. Not only
are 𝓁𝑝 spaces for 𝑝 < ∞ (expectedly) weakly stable, but so is the unstable space 𝑐0. Garling had
proved the result below under the assumption that𝑋∗ is separable; it was subsequently generalized.
75 Theorem (Argyros-Negrepontis-Zachariades). If  is a weakly stable normed space of infinite
dimension, then one of the following possibilities holds:

• either: 𝓁𝑝 quasi-isometrically embeds in  for some 𝑝 ∈ [1,∞),

• or: 𝑐0 quasi-isometrically embeds in  .

76 Theorem (Rosenthal’s “𝓁1 Theorem”). A Banach space  contains a subspace isomorphic
to 𝓁1 if and only if there is a bounded sequence in  with no weakly Cauchy subsequence.

77 Theorem (Maurey). 𝓁1 is quasi-isomorphically embeddable in a separable Banach space  if
and only if  has a symmetric ‖⋅‖-type, i.e., a type 𝔱(𝑦) ∶=  lim𝑚

‖

‖

𝑥𝑚 + 𝑦‖
‖

such that 𝔱(𝑦) = 𝔱(−𝑦)
for all 𝑦 ∈ 𝑋.

Quantitative improvements of Rosenthal’s Theorem are due to Behrends (1995) and Gasparis
(2014).

If 𝐾 is any set and 𝑓⋅ = (𝑓𝑛) ⊆ 𝓁∞(𝐾) is a bounded sequence, define the inf-subsequential
oscillation of 𝑓⋅ by

℧(𝑓⋅) ∶= inf
𝑔⋅⊆𝑓⋅

sup
𝑥∈𝐾

(lim sup
𝑛

𝑓𝑛(𝑥) − lim inf
𝑛

𝑓𝑛(𝑥)),

where the infimum is over the collection of all subsequences 𝑔⋅ = (𝑔𝑖) = (𝑓𝑛𝑖) of 𝑓⋅.
78 Theorem (Gasparis). Let 𝐾 be a compact metric space and (𝑓𝑛) ⊆ b(𝐾) be a ‖⋅‖∞-bounded
sequence. For every 𝜀 > 0 there is a subsequence 𝑔⋅ ⊆ 𝑓⋅ satisfying

‖

‖

𝑟⋅ ⋅ 𝑔⋅‖‖∞ ≥

(
√

2
8

⋅℧(𝑓⋅) − 𝜀

)

‖

‖

𝑟⋅‖‖1 for all 𝑟⋅ ∈ 𝑐00

(where 𝑟⋅ ⋅ 𝑔⋅ ∶=
∑

𝑖 𝑟𝑖𝑔𝑖).

It is immediate from Gasparis’ result that, if ℧(𝑓⋅) > 0, then the subsequence 𝑔⋅ = (𝑔⋅) gives
an isomorphic embedding of 𝓁1 in the ‖⋅‖∞-closure of the span of 𝑔⋅ in b(𝐾) (since, in addition
to Gasparis’ lower bound, the upper bound ‖

‖

𝑟⋅ ⋅ 𝑔⋅‖‖∞ ≤ 𝐶 ‖

‖

𝑟⋅‖‖1 also holds if 𝐶 ≥ sup𝑛 ‖‖𝑓𝑛‖‖∞ ≥
sup𝑛 ‖‖𝑔𝑛‖‖∞). In such case, by a result of Krivine, 𝓁1 is isometrically represented in the span of 𝑔⋅(not necessarily in a subsequence of 𝑔⋅ ⊆ 𝑓⋅). However, one cannot expect 𝜀-isometric embeddings
of 𝓁1 in the span of 𝑓⋅ to exist for all 𝜀 > 0.

I am not aware of quantitative refinements of Maurey’s Theorem in the style of Behrends/Gasparis
for Rosenthal’s 𝓁1-Theorem.



Chapter 8

Omitting Types

8.1 Existence of real-valued structures and forcing
(Many of the results in this section are —essentially— translations of results in Keisler’s “Forcing
and the Omitting Types Theorem” [Kei1973] to real-valued logic.)

Throughout this section, we fix a countable collection 𝕄 of sort names and a countable vocab-
ulary 𝑉 = (𝕄, 𝙵, 𝙿) for real-valued structures.

For each sort 𝙼 ∈ 𝕄, fix a collection �̄� = (𝚡𝙼𝑙 )𝑙<𝜔 of 𝜔-many distinct variables. Let 𝐿𝑉 be the
language of first-order formulas on variables �̄� obtained using:

• the logical constant 1 ∈ ℝ;
• the unary connectives 𝑟⋅ of scalar multiplication by rationals 𝑟 ∈ ℚ;
• the (binary) join connective ∨; and
• the supremum quantifier sup.

The first-order language 𝐿𝑉 so obtained has countably many formulas. The meet connective ∧ may
be regarded as a syntactic alias: 𝜑∧𝜓 means −((−𝜑)∨(−𝜓)). Likewise, inf𝚡 𝜑means − sup�̄�(−𝜑).We do not include the product 𝜑 ⋅ 𝜓 as a connective of 𝐿𝑉 .

The infinitary language 𝐿𝜔1𝜔

The language 𝐿𝑉𝜔1𝜔
extends 𝐿𝑉 with the infinitary connective of countable join by introducing the

new rule:
For every finite tuple �̄�𝓁 ⊂ �̄� and any countable Φ = (𝜑𝑛)𝑛∈ℕ family of formulas 𝜑𝑛 = 𝜑𝑛(�̄�𝓁)

each in the finite tuple �̄�𝓁 of free variables and each interpreted, a priori, in the same bounded
interval [−𝑟, 𝑟]:

⋁

Φ is an 𝐿𝑉𝜔1𝜔
-formula (alternatively denoted

⋁

𝑛 𝜑𝑛) with a priori bound 𝑟.
(Informally, we also introduce the “infinitary meet” connective ⋀

Φ ≡
⋀

𝑛 𝜑𝑛 ≡ −
⋁

𝑛(−𝜑𝑛).)In effect, each formula ⋁

Φ is in a finite tuple �̄�𝓁 of free variables, and interpreted a priori in
an implied interval [−𝑟, 𝑟]. The interpretation of infinitary joins in a 𝑉 -structure 𝔐 is the natural

88
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one, namely, for Φ ≡ Φ(�̄�𝓁), the interpretation is
(

⋁

Φ
)𝔐

∶ �̄�𝓁
𝙼𝔐 → ℝ

�̄�↦ sup
𝑛
𝜑𝔐
𝑛 (�̄�).

For that reason, we prefer the notation supΦ or sup𝑛 𝜑𝑛 for ⋁Φ, (similarly, inf Φ or inf 𝑛 𝜑𝑛 for
− sup𝑛(−𝜑𝑛)). By definition, 𝐿𝑉𝜔1𝜔

-formulas have only finitely many free variables.
With the infinitary join (“sup”) connective above, binary/finite joins𝜑1∨⋯∨𝜑𝑘 become redun-

dant. We may use the alternate syntax max(𝜑1,… , 𝜑𝑘) (and min(𝜑1,… , 𝜑𝑘) for the corresponding
finite meets).

Expansion by constants

Let 𝚉 = (𝚣𝙼𝑙 ∶ 𝙼 ∈ 𝕄, 𝑙 < 𝜔) be a collection of new constant symbols, all distinct, such that 𝚣𝙼𝑙 is
of sort 𝙼. The expansion of 𝑉 by 𝚉 is denoted 𝑉𝚉; the corresponding first-order language (still in
variables �̄�) is denoted 𝐿𝚉 (= 𝐿𝑉𝚉). The language 𝐿𝚉

𝜔1𝜔
is the set of formulas obtained by replacing

some of the free variables 𝚡𝙼𝑙 of a formula 𝜑 ∈ Φ𝑉 each by a constant 𝚣𝔐𝑗 of the appropriate sort.
The languages 𝐿𝑉𝜔1𝜔

, 𝐿𝚉
𝜔1𝜔

are uncountable.

Fragments of 𝐿𝜔1𝜔

A fragment of 𝐿𝑉𝜔1𝜔
is a collection  ⊆ 𝐿𝑉𝜔1𝜔

such that
•  contains every first-order formula 𝜑(�̄�);
•  is closed under first-order connectives and quantifiers;
• any subformula of a formula in  is in  ;
• ( is closed under term substitutions) for any formula 𝜑 ∈ Φ, any variable 𝚡𝑙 free in 𝜑 and

any term 𝜏 of the same sort, the formula 𝜑(𝜏∕𝚡𝑙) is in Φ.
From a fragment  , by substitution of some of the free variables 𝚡𝑙 of formulas 𝜑 ∈  by

constants 𝚣𝑘 of the same sorts, one obtains a corresponding fragment 𝚉 ⊆ 𝐿𝚉
𝜔1𝜔

.
Note that fragments extend the language of first-order formulas in the respective vocabulary. It

is clear that any collection Φ ⊆ 𝐿𝑉𝜔1𝜔
is included in a smallest fragment  (generated by Φ).

We shall focus primarily on countable fragments  ⊆ 𝐿𝑉𝜔1𝜔
and the corresponding (also count-

able) fragments𝚉 ⊆ 𝐿𝚉
𝜔1𝜔

. It is not difficult to see that any countable collectionΦ ⊆ 𝐿𝑉𝜔1𝜔
generates

a countable fragment  ⊇ Φ.
We will denote by Σ , Σ

𝚉
the sets of sentences of  , 𝚉.

Conditions

Let Σ
𝚉

be the set of all 𝐿𝚉
𝜔1𝜔

-sentences. An (formal lower-bound) LB-condition is a formal ex-
pression of the form “𝜑 > 𝑟” where 𝜑 ∈ Σ

𝚉
and 𝑟 ∈ ℚ. Informally, an “upper bound” condition
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“𝜑 < 𝑟” is an alias for the LB-condition “−𝜑 > −𝑟”. Such conditions are called “open” because of
the implied open interval (𝑟,∞) ∋ 𝜑 (i.e., because the inequality is strict).

We will consider sets 𝑇 of some such open conditions, called open theories. For instance, the
formal condition “𝑟 < 𝜑 < 𝑠” is an alias for the two-condition theory {𝜑 > 𝑟,−𝜑 > −𝑠}.

When 𝑟 < 𝜑𝔐 holds (in the ordering of ℝ), we say that 𝔐 satisfies the condition 𝑟 < 𝜑, and
write 𝔐 ⊧ 𝑟 < 𝜑. A theory 𝑇 is satisfied by 𝔐 if every condition in 𝑇 is.
79 Remarks. Conditions are conceptually simpler in discrete first-order logic (where the only log-
ical values are ⊤ = 0 and ⊥ = 1). Any (non-trivial) discrete 𝐿𝜔1𝜔-condition is effectively of the
form “𝜑 < 1” (which amounts to “𝜑 = 0”, i.e., the condition “𝜑 holds”), or of the form “𝜑 > 0”
(with the meaning that “¬𝜑 holds”). Much of the topological content is simplified (also obscured)
by the accident that, in discrete logic, one may unequivocally represent the conditions “𝜑 holds”
and “𝜑 fails”, respectively, simply by the symbols 𝜑, ¬𝜑, respectively. From our perspective, the
classical notion of first-order theory 𝑇 as a collection of first-order sentences is conceptually erro-
neous; instead, such a theory 𝑇 of sentences 𝜑 should be regarded as the collection of conditions
“𝜑 holds” or, as defined above, of conditions “𝜑 < 1” (i.e., “𝜑 = 0”). Open theories in our sense
seem to capture desirable semantics more naturally. (Any “closed” condition 𝜑 ≥ 𝑟 is semantically
equivalent to the countable theory {𝜑 > 𝑟−1∕𝑛 ∶ 𝑛 < 𝜔}, so the notion of open theory is the more
general one.)

In the analogy with discrete first-order logic, real-valued 𝐿𝜔1𝜔-conditions of the forms:
• “sup𝚡 𝜓 > 𝑟” are existential conditions de facto, since they are satisfied when 𝜓(𝑎) > 𝑟 for

some 𝑎 (and similarly for upper bounds “inf𝚡 𝜓 < 𝑟”);
• “sup𝚡 𝜓 < 𝑟” are universal conditions de facto, since they are satisfied when 𝜓(𝑎) < 𝑟′ for

all 𝑎 and some 𝑟′ < 𝑟 (and similarly for lower bounds “inf𝚡 𝜓 > 𝑟”).
Similarly, conditions of the forms

• “supΞ > 𝑟” (resp., “inf Ξ < 𝑟”) are disjunctions of the properties “𝜉 > 𝑟” (resp., “𝜉 < 𝑟”)
over 𝜉 ∈ Ξ;

• “supΞ < 𝑟” or “inf Ξ > 𝑟” are essentially conjunctions.

The 𝐿𝜔1𝜔-topology

The 𝐿𝜔1𝜔-topology on the class VStr of all 𝑉 -structures has as subbasic open classes those of the
form

⦃𝜑 > 𝑟⦄ ∶= {𝔐 ∈ VStr ∶ 𝔐 ⊧ 𝜑 > 𝑟}

as 𝜑 > 𝑟 varies over LB-conditions.
The full type of 𝔐 ∈ VStr is the indexed collection Σ-tp() ∶= (𝜑𝔐 ∶ 𝜑 ∈ Σ) of values

in 𝔐 of all 𝐿𝑉𝜔1𝜔
-sentences 𝜑 ∈ Σ, regarded as a point of Σℝ ∶=

∏

𝜑∈Σ[−𝑟𝜑, 𝑟𝜑]. Although VStr is
a proper class, upon identifying structures with the same theory, it becomes a bona fide Hausdorff
topological space; indeed, 𝔐 ↦ Σ-tp(𝔐) induces an identification of VStr ∕Σ ∶= VStr ∕Σ-tp with

{Σ-tp() ∶  ∈ VStr} ⊆ Σℝ,
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as a subspace of the compact product Σℝ. However, in contrast to the logic topology by theories
of (finitary) 𝐿𝑉 -formulas, VStr ∕Σ is not compact. Nevertheless, topologies of strength between
first-order and full 𝜔1𝜔 on suitable subclasses of VStr still enjoy favorable properties. A we shall
see in Section 8.1, in place of compactness, one has Čech-completeness.

Partial types If Φ ⊆ Σ is a set of 𝐿𝑉𝜔1𝜔
-sentences, the (partial) Φ-type of a 𝑉 -structure 𝔐 is the

tuple Φ-tp(𝔐) ∶= (𝜑𝔐 ∶ 𝜑 ∈ Φ) ∈ Φℝ. Correspondingly, we have a map ResΦ ∶ VStr ∕Σ →
VStr ∕Φ realized as the natural projection Σℝ → Φℝ (“restriction” to Φ-coordinates) induced by
the inclusion Φ ⊆ Σ. The restriction maps ResΦ are continuous and surjective, but not open in
general.

Henkin subclasses of V𝚉Str
𝑉 remains a fixed countable vocabulary throughout this section. Fix a countable fragment  ⊆
𝐿𝑉𝜔1𝜔

and the corresponding fragment 𝚉 ⊆ 𝐿𝚉
𝜔1𝜔

. The sets of sentences of  ,𝚉 are denoted Σ,Σ
𝚉

,
respectively.

Formal types and Henkin types

For any collection Φ ⊆ Σ
𝚉

of sentences containing 𝟷 and closed under the scalar connectives 𝚛⋅
(𝑟 ∈ ℚ), the space Φ𝔽 ⊆ Φℝ of formal Φ-types consists of those 𝔪 ∈ Φℝ such that 𝟷𝔪 = 1 and
(𝚛 ⋅ 𝜑)𝔪 = 𝑟(𝜑𝔪) for all 𝜑 ∈ Φ and 𝑟 ∈ ℚ. (We use the notation 𝜑𝔪 for the 𝜑-th coordinate 𝔪𝜑of 𝔪.) Since Φℝ is compact Hausdorff and the conditions defining formal types are closed, Φ𝔽is itself a compact Hausdorff space. Any element 𝔪 ∈ Φ𝔽 is called a formal Φ-type. Thus, 𝔪
gives a formal (“free”) interpretation of formulas, provided merely that a priori bounds and scalar
multiples are respected. We say that 𝔪 satisfies a condition 𝜑 > 𝑟 if 𝜑𝔪 > 𝑟, in which case we
write 𝔪 ⊧ 𝜑 > 𝑟.

Let  be an arbitrary (not necessarily countable) fragment of 𝐿𝑉𝜔1𝜔
. The set  of Henkin

Σ -types consists of 𝔪 ∈ Σ
𝔽 satisfying the following Henkin conditions:

• If supΦ ∈ Σ :
(supΦ)𝔪 = sup{𝜑𝔪 ∶ 𝜑 ∈ Φ};

• For all 𝜑(𝚡) ∈  in a single free variable 𝚡 of sort 𝔱:1

(sup
𝚡

𝜑)𝔪 = sup{𝜑(𝜏)𝔪 ∶ 𝜏 is a closed 𝑉 -term of sort 𝔱 (i.e., 𝜏 ∼ 𝚡)}.

Recursively, one sees that every Henkin type is uniquely determined by its restriction to the set 
of atomic 𝑉 -sentences; conversely, any formal -type recursively extends to a (complete) Henkin
type for the collection Σ𝑉 of all 𝐿𝑉𝜔1𝜔

-sentences (and, by restriction, to a Henkin Σ -type for any
fragment  ⊆ 𝐿𝑉𝜔1𝜔

).
80 Remark. It follows from Proposition 85 below that Henkin types are realized (hence are not
purely formal).

1Note that the fragment Σ contains all formulas 𝜑(𝜏) obtained from 𝜑(𝚡) through substitutions 𝜏∕𝚡.
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If 𝚉 is any collection of additional constants, by 
𝚉

we denote the set of Henkin types for the
set Σ

𝚉
of sentences in the 𝐿𝚉

𝜔1𝜔
-fragment 𝚉 obtained from  .

Čech-completeness of the spaces of Henkin types

Any condition “𝜑 > 𝑟” with 𝜑 ∈ Σ
𝚉

gives a subbasic open set
⟪𝜑 > 𝑟⟫ ∶= {𝔪 ∈ Σ

𝚉
𝔽 ∶ 𝜑𝔪 > 𝑟} ⊆ Σ

𝚉
𝔽 .

For sentences 𝜃, 𝜑 ∈ Σ
𝚉

, the set
⟪𝜃 > 𝜑⟫ ∶= {𝔪 ∈ Σ

𝚉
𝔽 ∶ 𝜃𝔪 > 𝜑𝔪}

is open in Σ
𝚉

since it is the union of the open sets ⟪𝜃 > 𝑟⟫∩⟪𝜑 < 𝑟⟫ as 𝑟 varies, say, over rationals.
(recall that 𝜑 < 𝑟 is a syntactic alias for −𝜑 > −𝑟). We shall henceforth use “open conditions” that
are inequalities of the form “𝜃 > 𝜑”.

For rational 𝜀 ∈ (0, 1], any 𝜑 ∈ Σ
𝚉

, any 𝑟 > 0, any countable formula collection Ξ with
supΞ ∈ Σ

𝚉
, any sentence 𝜉 ∈ Ξ, any formula 𝜓(𝚡) ∈ 𝚉 in the single free variable 𝚡 and any term

𝜏 of sort 𝚡 (a property we denote 𝜏 ∼ 𝜓), let
• 𝛽Ξ>𝜉𝜀 be the condition “supΞ + 𝜀 > 𝜉”,
• 𝛽Ξ<𝜉𝜀 be the condition “supΞ < 𝜉 + 𝜀”,
• �̄�Ξ<

𝜀 denote the collection {𝛽Ξ<𝜉𝜀 ∶ 𝜉 ∈ Ξ},
• 𝛽𝜓>𝜏𝜀 be the condition “sup𝚡 𝜓 + 𝜀 > 𝜏”,
• 𝛽𝜓<𝜏𝜀 be the condition “sup𝚡 𝜓 < 𝜏 + 𝜀”, and
• �̄�𝜓<

𝜀 denote the collection {𝛽𝜓<𝜏𝜀 ∶ 𝜏 ∼ 𝜓}.
The set of formal Σ

𝚉
-types 𝔪 ⊧ 𝛽Ξ>𝜉𝜀 is denoted ⟪

𝛽Ξ>𝜉𝜀

⟫ as usual.2 We will denote the unions
⋃

𝜉∈Ξ

⟪

𝛽Ξ<𝜉𝜀

⟫, ⋃𝜏∼𝜓

⟪

𝛽𝜓<𝜏𝜀

⟫ by ⟪

�̄�Ξ<
𝜀

⟫, ⟪�̄�𝜓<
𝜀

⟫, respectively.3
81 Proposition. 

𝚉
is a 𝐺𝛿 subspace of Σ

𝚉
𝔽 (a countable intersection of open sets).

Proof. A moment’s reflection shows that 
𝚉
⊆ Σ

𝚉
𝔽 is the intersection of the collection of open

sets of formal Σ
𝚉

-types having any of the forms
⟪

𝛽Ξ>𝜉1∕𝑛

⟫

,
⟪

𝛽𝜓>𝜏1∕𝑛

⟫

,
⟪

�̄�Ξ<
1∕𝑛

⟫

,
⟪

�̄�𝜓<
1∕𝑛

⟫

. Since
there are countably many such open sets, the Proposition follows.

2Strictly speaking, 𝛽Ξ>𝜉𝜀 is the collection of pairs of conditions {supΞ + 𝜀 > 𝑟 > 𝜉 ∶ 𝑟 ∈ ℚ}, and
⟪

𝛽Ξ>𝜉𝜀

⟫

∶=
⋃

𝑟∈ℚ ⟪supΞ + 𝜀 > 𝑟 > 𝜉⟫.
3These notations are convenient, but violate of the natural convention that ⟪𝑇⟫ is the set of formal types satisfying

all conditions (rather than merely some condition) in 𝑇 .
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A sequence (𝑛)𝑛<𝜔 of open covers 𝑛 of a topological space𝑋 is complete if whenever (𝐹𝑖)𝑖∈𝐼is a FIP family of closed subsets of 𝑋 which is dominated by (𝑛) (i.e., for all 𝑛 < 𝜔 there exists
𝑈 ∈ 𝑛 and 𝑖 ∈ 𝐼 such that𝐹𝑖 ⊆ 𝑈 ) then⋂𝑖∈𝐼 𝐹𝑖 ≠ ∅. A Tychonoff (completely regular Hausdorff)
space 𝑋 having a complete cover (𝑛) is called Čech-complete.

The theorem below was first proved by C. Eagle [Eag14].
82 Theorem. 

𝚉
is a Čech-complete subspace of Σ

𝚉
ℝ.

Proof. Every completely regular Hausdorff space that is a𝐺𝛿 in a compact Hausdorff space is Čech-
complete ([Eng89, Theorems 3.9.1 & 3.9.2]), so Theorem 82 is a purely topological corollary of
Proposition 81, since Σ

𝚉
𝔽 ⊆ Σ

𝚉
ℝ is closed. The proof offers some insight, especially when adapted

to the context at hand, so we provide it below.
Let (𝐺𝑘)𝑘<𝜔 be an enumeration of the open sets of Σ

𝚉
ℝ in the proof of Proposition 81 (so 

𝚉
=

⋂

𝑘<𝜔𝐺𝑘). Fix one such open 𝐺𝑘 momentarily. We show that there are open sets of the form
𝑈 = ⟪𝜃 < 𝜑⟫, with closures 𝑈 ⊆ 𝐺𝑘, which form a family 𝑘 covering 𝐺𝑘 ∩

𝚉
. If 𝐺𝑘 is of the

form:
•

⟪

𝛽Ξ>𝜉1∕𝑛

⟫

for some 𝑛, take 𝑘 ∶=
{⟪

𝛽Ξ>𝜉1∕(𝑛+1)

⟫}

;

•
⟪

�̄�Ξ<
1∕𝑛

⟫

, take 𝑘 ∶=
{⟪

𝛽Ξ<𝜉1∕𝑛−1∕𝑚

⟫

∶ 𝜉 ∈ Ξ, 𝑚 > 𝑛
}

;
and so on for the remaining cases (all formally identical to one of the two above). From the definition
of 

𝚉
, it is easy to see that 𝑘 so constructed has the required properties.

Let 𝑘 = {⟪𝛾⟫ ∩ 
𝚉

∶ 𝛾 ∈ 𝑘} (clearly, an open cover of 
𝚉

). Let (𝐹𝑖)𝑖∈𝐼 be a FIP fam-
ily, dominated by (𝑘)𝑘<𝜔, of closed subsets of 

𝚉
. By compactness, the corresponding family

(𝐹 𝑖)𝑖∈𝐼 ⊆ Σ
𝚉
ℝ has nonempty intersection, so there exists 𝔫 ∈

⋂

𝑖∈𝐼 𝐹𝑖. For each 𝑘 < 𝜔, choose
𝑖𝑘 ∈ 𝐼 such that 𝐹𝑖𝑘 ⊆ 𝑈 for some 𝑈 ∈ 𝑘; then,

𝔫 ∈ 𝐹𝑖𝑘 ⊆ 𝑈 ∩
𝚉
⊆ 𝑈 ⊆ 𝐺𝑘;

hence, 𝔫 ∈
⋂

𝑘<𝜔𝐺𝑘 = 
𝚉

, so 𝔫 ∈ 
𝚉
∩
⋂

𝑖∈𝐼 𝐹𝑖 =
⋂

𝑖∈𝐼 𝐹𝑖.

The Baire property

Recall the notation ⟪𝑟 < 𝜑 < 𝑠⟫ ⊆ Φℝ for the set of formal Φ-types satisfying the condition 𝑟 <
𝜑 < 𝑠 (with𝜑 ∈ Φ); we shall also write⟪𝑇⟫ for the set of formalΦ-types satisfying every condition
in an open theory 𝑇 of Φ-conditions. Note that ⟪⋅⟫ takes unions to intersections: ⟪𝑆 ∪ 𝑇⟫ =
⟪𝑆⟫ ∩ ⟪𝑇⟫. The sentence set Φ is implied; when precision is necessary, we write ⟪𝑟 < 𝜑 < 𝑠⟫Φ,
⟪𝑇⟫Φ.

Recall that a topological space𝑋 is said to be a Baire space (or to have the Baire property) if the
intersection ⋂

𝑛<𝜔𝑈𝑛 of any sequence (𝑈𝑛) of open dense subsets of 𝑋 is dense in 𝑋; equivalently,
if the union ⋃

𝑛𝑀𝑛 of a sequence (𝑀𝑛) of nowhere dense subsets of 𝑋 is nowhere dense.
83 Theorem. If 𝑉 is countable, 𝚉 a new countable set of constants, and  a countable fragment
of 𝐿𝑉𝜔1𝜔

, then 
𝚉

is a Baire space.
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Proof of Theorem 83. Any Čech-complete space is Baire, so Theorem 83 is a corollary of Theo-
rem 82.

For any collection  of finite openΣ
𝚉

-theories, we use the ad hoc notation⟪ ⟫ ∶=
⋃

𝑇∈ ⟪𝑇⟫.
Any open 𝐺 ⊆ 

𝚉
is of the form 𝐺 = 

𝚉
∩ ⟪ ⟫; such 𝐺 is dense in 

𝚉
iff for any finite open

theory 𝑆 with ⟪𝑆⟫ ∩
𝚉
≠ ∅ there is 𝑇 ∈  with ⟪𝑆⟫ ∩ ⟪𝑇⟫ ∩

𝚉
≠ ∅. In such case, abusing

nomenclature, we call the collection  itself “
𝚉

-dense”. Theorem 83 has the following
84 Corollary. For any sequence (𝑛)𝑛<𝜔 of

𝚉
-dense collections 𝑛 and any finite openΣ

𝚉
-theory𝑆,

if ⟪𝑆⟫ ∩
𝚉
≠ ∅ then ⟪𝑆⟫ ∩

⋂

𝑛<𝜔 ⟪𝑛⟫ ≠ ∅.

By Theorem 85 below, the condition ⟪𝑆⟫ ∩ 
𝚉
≠ ∅ means that the theory 𝑆 is satisfied by

some Henkin 𝑉 [𝐶]-structure.

Satisfiable theories

Recall the notation ⦃𝜑 > 𝑟⦄ for the class of 𝑉 -structures satisfying a condition 𝜑 > 𝑟; we shall
also write ⦃𝑇⦄ for the class of models of 𝑇 , i.e., of 𝑉 -structures satisfying every condition in an
open theory 𝑇 (i.e., any collection of 𝐿𝑉𝜔1𝜔

-conditions). Note that ⦃⋅⦄ takes unions to intersections:
⦃𝑆 ∪ 𝑇⦄ = ⦃𝑆⦄ ∩ ⦃𝑇⦄. (We will not use the more usual notation Mod(𝑇 ) for ⦃𝑇⦄.)

Let Φ be any collection of 𝐿𝑉𝜔1𝜔
-sentences. Assume that 𝑇 is an open Φ-theory (i.e., consisting

of conditions involving sentences 𝜑 ∈ Φ only, also called sentences of 𝑇 ). As in the proof of
Theorem 82, if 𝜑 ∈ Φ, we let ⟪𝑟 < 𝜑 < 𝑠⟫ be the set of formal Φ-types 𝔪 ⊧ 𝑟 < 𝜑 < 𝑠. By an
abuse of notation, ⟪𝑇⟫ ⊆ Φℝ denotes the set of such formal types satisfying every condition in 𝑇 ,
said to be formal types satisfying 𝑇 . (We write ⟪𝑟 < 𝜑 < 𝑠⟫Φ, ⟪𝑇⟫Φ when Φ is to be specified.)

The “round parenthesized” sets ⟪𝑟 < 𝜑 < 𝑠⟫Φ ,⟪𝑇⟫Φ ⊆ Φℝ of formal types depend on an
implied Φ, whereas the “braced” classes ⦃𝑟 < 𝜑 < 𝑠⦄𝑉 ,⦃𝑇⦄𝑉 ⊆ VStr of structures depend only
on the vocabulary 𝑉 . The type-map Φ-tp ∶ VStr → Φℝ relates such subclasses and subsets;
namely, ⦃𝑇⦄ is the inverse image of ⟪𝑇⟫ under Φ-tp (essentially by definition).

The theory 𝑇 is satisfiable if it has a model (i.e., if ⦃𝑇⦄ is nonempty). Thus, if 𝑇 is satisfiable,
then ⟪𝑇⟫ is nonempty. The converse is very far from true because different entries 𝜑𝔪, 𝜓𝔪 of a
formal type 𝔪 are not related in any way so as to reflect the semantic interpretation of the formulas
𝜑,𝜓 in an actual model 𝔐.

The Henkin Ansatz and satisfiability of formal types

By definition, an 𝐿𝑉𝜔1𝜔
-theory 𝑇 is satisfiable if it has some model 𝔐 = ⟨𝔰𝑀,𝑓𝑖, 𝑝𝑗 ∶ 𝔰 ∈ 𝔖, 𝑖 ∈

𝐅, 𝑗 ∈ 𝐏⟩. The recursive rules for interpretation of sentences (via formulas) appearing in conditions
of 𝑇 become, de facto, rules for interpreting sentences in the 𝐿𝜔1𝜔 language obtained from 𝐿𝑉𝜔1𝜔upon expanding with a distinct new constant 𝚌 for each element 𝑥 of (the universe of) each sort 𝔰𝑀of 𝔐. The element 𝑥 so taken as named by 𝚌 is denoted 𝑥𝚌. Let 𝐶 be the set of all such new
constants, let 𝐿Φ

𝐶 be the fragment of the 𝐿𝜔1𝜔-language, on the vocabulary 𝑉 [𝐶] ∶= 𝑉 ∪ 𝐶 , that
is generated by sentences 𝜑 ∈ Φ, and let ΣΦ

𝐶 be the set of sentences of 𝐿Φ
𝐶 . Sentences 𝜑 ∈ Φ are

interpreted in 𝔐 by proxy of interpretation of sentences 𝜓 ∈ ΣΦ
𝐶 in the ensuing 𝑉 [𝐶]-expansion

𝔐[𝐶] ∶= ⟨𝔐, (𝑥𝚌)𝚌∈𝐶⟩ of 𝔐. Recursively, not only constants 𝚌, but indeed all closed 𝑉 [𝐶]-
terms 𝜏 are interpreted as elements of some sort; thus, the interpretation of constants is a priori
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closed under all operations 𝑓𝑖 in the obvious sense which is, however, external (not otherwise
semantically captured by real-valued logic). To clarify this point, an element 𝑦 given as 𝑓𝑖(𝑥) (i.e.,
if 𝑦 = 𝑓𝑖(𝑥) holds in the usual set-theoretic sense in the universe of 𝔐) then the terms 𝑓𝑖(𝚌𝑥) and
𝚌𝑦 are effectively the same as they are indistinguishable by any formulas; however, real-valued
logic has no single condition directly stating so. As a consequence, the property “interpretations of
constants 𝚌 are closed under operations 𝑓𝑖” is extrinsic.

Henkin Ansatz. Interpretations of closed terms 𝜏 in 𝔐[𝐶] exhaust all points of the universe
of 𝔐.

Given an arbitrary 𝑉 [𝐶]-structure 𝔑, introduce the “Henkin” quantifier Hsup, with syntactic
rules identical to those of the usual sup and semantics

(

Hsup𝚡 𝜓
)𝔑 ∶= sup

{

𝜓(𝜏)𝔑 ∶ 𝜏 is a closed 𝑉 [𝐶]-term of sort 𝚡} ,
(

Hinf𝚡 𝜓
)𝔑 ∶= inf

{

𝜓(𝜏)𝔑 ∶ 𝜏 is a closed 𝑉 [𝐶]-term of sort 𝚡} .
(8.1)

In structures satisfying the Henkin Ansatz, Henkin quantifiers are semantically equivalent to
classical ones. In general, only the inequalities Hsup𝜓 ≤ sup𝜓 and Hinf 𝜓 ≥ inf 𝜓 hold. The
point of Henkin quantifiers is that (when used everywhere in place of the classical quantifiers)
they are recursively defined in terms of 𝑉 [𝐶]-sentences alone, their interpretation values therefore
independent of values of formulas at “anonymous” universe points not otherwise named by closed
terms.

Given any formula 𝜑, we denote by H𝜑 the formula obtained upon formally replacing classical
by Henkin quantifiers. If Φ is any collection of 𝑉 [𝐶]-formulas, the collection HΦ is obtained
from Φ upon replacing every formula 𝜑 ∈ Φ by H𝜑. If 𝔞 is a formal type for the collection 
of atomic 𝑉 [𝐶]-sentences, one obtains a formal type �̂� (also denoted 𝔞̂ when convenient) for the
collectionHΣ𝑉 [𝐶] of Henkin𝐿𝑉 [𝐶]

𝜔1𝜔
-sentences (by recursive application of the interpretation rules for

connectives and quantifiers, starting from the atomic values 𝜑𝔪 for atomic closed 𝜑). Such formal
types �̂� (for arbitrary formal atomic closed types 𝔞 ∈ ℝ) will be called Henkin. A type𝔪 for the set
Σ of sentences of a fragment  ⊆ 𝐿𝑉 [𝐶]

𝜔1𝜔
will also be called Henkin if, for each sentence 𝜑 ∈ Σ ,

the value 𝜑𝔪 is the same as H𝜑�̂� given per the Henkin type �̂� of the atomic type 𝔞 ∶= (𝔪↾)̂
obtained by restriction of 𝔪.

Henkin Satisfiability

85 Proposition. Let Φ be a collection of 𝐿𝑉𝜔1𝜔
-sentences. A formal Φ-type 𝔪 is realized if (and

only if) it extends to a Henkin type �̃� (for some expansion 𝑉 [𝐶] ⊇ 𝑉 ). In such case, 𝔪 (and �̃� as
well) is realized by a Henkin 𝑉 [𝐶]-structure (whose universe consists of interpretations of closed
𝑉 [𝐶]-terms).

Proof. By the remarks in the preceding subsection, if 𝔪 is realized by 𝔐 then the Σ𝑉 [𝐶]-type �̃� of
the canonical expansion 𝔐[𝐶] by constants 𝚌 naming elements of the universe of 𝔐 is a Henkin
extension of 𝔪.

Conversely, if a Φ-type 𝔪 extends to a Henkin Σ𝑉 [𝐶]-type �̃�, let the Henkin structure 𝔐 (in the
vocabulary 𝑉 [𝐶]) have universe consisting of closed 𝑉 [𝐶]-terms, operations interpreted syntacti-
cally, and values 𝜑𝔐 ∶= 𝜑�̃� for 𝜑 closed atomic. Since 𝔐 by construction satisfies the Henkin
Ansatz, recursively for all sentences 𝜑, we have 𝜑𝔐 = 𝜑�̃� (= 𝜑𝔪, by hypothesis, if 𝜑 ∈ Φ); thus,
𝔪 is realized by the 𝑉 -reduct of 𝔐.
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86 Remark. By the Löwenheim-Skolem “Downward” Theorem, if Φ is countable and a Φ-type 𝔪
is realized, then it is realized by a countable structure, and therefore is a Henkin type of 𝑉 [𝐶]
with 𝐶 countable.

8.2 Omitting Types Theorem
Throughout this section, 𝑉 is a countable vocabulary,  a countable fragment of 𝐿𝑉𝜔1𝜔

, 𝚉 a set
of countably many new constants of each sort, 𝐿𝚉

𝜔1𝜔
the infinitary language for 𝑉 [𝐶], 𝚉 the  -

fragment of 𝐿𝚉
𝜔1𝜔

, and Σ
𝚉
⊆ 𝚉 the set of sentences.

Fix a Σ -theory 𝐵, called the base theory. We assume that 𝐵 is satisfiable; therefore, by Down-
ward Löwenheim-Skolem, 𝐵 is satisfiable by a countable structure 𝔐, and therefore by every
Henkin 𝐿[𝑉 ]-expansions 𝔐[𝚉] of 𝔐. Since 𝐵 is satisfiable and countable, the set 

𝚉
(𝐵) ∶=


𝚉
∩ ⟪𝐵⟫ of types of such expansions 𝔐[𝚉] (Henkin types of 𝐵) is a nonempty 𝐺𝛿 of 

𝚉
, and

therefore Čech-complete. Let �̄� be a finite tuple of 𝐿𝑉 -variables. A type 𝑇 (�̄�) is a collection of for-
mal “closed” LB-conditions “𝜑(�̄�) ≥ 𝑟” with 𝜑 ∈  . (Type are by definition closed, but still each
equivalent to a collection of open conditions 𝜑(�̄�) > 𝑟 − 1∕𝑛 for 𝑛 < 𝜔.) An instance Σ

𝚉
-theory

of 𝑇 (�̄�) is any theory 𝑇 (𝜏) obtained upon substituting �̄� by a compatible tuple 𝜏 of closed 𝐿𝚉-terms.
(Such a tuple 𝜏 is of the form 𝜏 ≡ 𝜏(�̄�) for some finite tuples 𝜏(�̄�) ∼ �̄� of 𝑉𝚉-terms and �̄� ⊆ 𝚉 such
that �̄� ∼ �̄�.) We say that

• 𝔪 ∈ 
𝚉
(𝐵) realizes the type 𝑇 (�̄�) if 𝔪 realizes some instance Σ

𝚉
-theory 𝑇 (𝜏) (otherwise,

𝔪 omits the type 𝑇 (�̄�));
• 𝑇 (�̄�) is satisfiable in 

𝚉
(𝐵) (or: is a type of 𝐵 in 

𝚉
) if some instance Σ

𝚉
-theory 𝑇 (𝜏) is

satisfiable in 
𝚉
(𝐵) (i.e., if 

𝚉
(𝐵) ∩ ⟪𝑇 (𝜏)⟫ ≠ ∅);

• 𝑇 (�̄�) has nonempty interior in 
𝚉
(𝐵) if there exists some finite open theory 𝑆(�̄�) of 𝐵 in 

𝚉(i.e., a finite collection of open LB-conditions 𝜓(�̄�) > 𝑟) and some term-tuple 𝜏(�̄�) ∼ �̄� such
that ⟪𝑇 (𝜏(�̄�))⟫ ⊇ 

𝚉
(𝐵)∩⟪𝑆(�̄�)⟫ ≠ ∅ for some �̄� ⊆ 𝚉. (Otherwise, 𝑇 (�̄�) has empty interior

in 
𝚉
(𝐵).)

In classical nomenclature, a type 𝑇 (�̄�) with nonempty interior is principal (modulo 𝐵).
87 Theorem (Omitting Henkin Types). Fix a countable fragment of𝐿𝑉𝜔1𝜔

and a baseΣ -theory𝐵.
Let (𝑇𝑛(�̄�𝑛))𝑛<𝜔 be a countable family of closed  -types (each on a possibly different finite vari-
able tuple �̄�𝑛) such that 𝑇𝑛(�̄�𝑛) has empty interior in 

𝚉
(𝐵) for all 𝑛 < 𝜔. Then there is a type

𝔪 ∈ 
𝚉
(𝐵) omitting every 𝑇𝑛(�̄�𝑛).

Proof. For fixed 𝑛 < 𝜔, �̄� ∶= �̄�𝑛 the variable tuple of 𝑇𝑛, and let 𝑇 ∶= 𝑇𝑛. Fix an arbitrary closed
term tuple 𝜏 ≡ 𝜏(�̄�) ∼ �̄�. The instance theory 𝑇 (𝜏) gives a (relatively) closed set ⟪𝑇 (𝜏)⟫ ∩

𝚉
(𝐵)

with empty interior in 
𝚉
(𝐵) by assumption, so its complement

𝑂𝑇 ,𝜏 ∶= {𝔪 ∈ 
𝚉
(𝐵) ∶ 𝔪 ⊭ 𝑇 (𝜏)}

which is the set of types of 𝐵 “omitting” 𝑇 (𝜏) is an open dense subset of 
𝚉
(𝐵). Therefore, the set

𝑂𝑇 ∶=
⋂

𝜏∼�̄�
𝑂𝑇 ,𝜏 = {𝔪 ∈ 

𝚉
(𝐵) ∶ 𝔪 omits 𝑇 (�̄�)}
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is comeager in 
𝚉
(𝐵) (since there are countably many 𝜏 ∼ �̄�). Letting 𝑇 range over the set {𝑇𝑛 ∶

𝑛 < 𝜔}, we see that
𝑂 ∶=

⋂

𝑛<𝜔
𝑂𝑇 = {𝔪 ∈ 

𝚉
(𝐵) ∶ 𝔪 omits 𝑇𝑛(�̄�𝑛) for all 𝑛 < 𝜔}

is also comeager in 
𝚉
(𝐵). The Čech-complete space 

𝚉
(𝐵) has the Baire property, so 𝑂 ⊆


𝚉
(𝐵) is dense and therefore nonempty.
We say that a 𝑉 -structure 𝔐 realizes 𝑇 (�̄�) if some tuple �̄� ∼ �̄� of elements of the universe of 𝔐

satisfies 𝑇 (�̄�); otherwise, 𝔐 omits 𝑇 (�̄�). The following is an immediate corollary of Theorem 87.
88 Theorem (Omitting Types Theorem [Eag14]). Fix a countable fragment  of 𝐿𝑉𝜔1𝜔

and a base
Σ -theory 𝐵. Let (𝑇𝑛(�̄�𝑛))𝑛<𝜔 be a countable family of closed  -types (each on a possibly different
finite variable tuple �̄�𝑛). Suppose that each type 𝑇𝑛 is locally omittable in the sense that no finite
open theory 𝑆(�̄�) and term tuple 𝜏(�̄�) ∼ �̄�𝑛 have the property that every model (𝔐, �̄�) ⊧ 𝐵 ∪ 𝑆(�̄�)
satisfies (𝔐, �̄�) ⊧ 𝑇𝑛(𝜏(�̄�)). Then there is a countable model of 𝐵 omitting each 𝑇𝑛(�̄�𝑛).
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