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Homework 3

Exercise 1. Given a sequence (xn) ∈ `2, consider the operator

T (x1, x2, x3, . . . , xn, . . . ) = ((1 + 1)x1, (1 +
1

4
)x2, (1 +

1

9
)x3, . . . , (1 +

1

n2
)xn, . . . ).

(i) Show that T : `2 → `2 is well-defined, linear and bounded.

(ii) Show that T is invertible. (Hint: Show that T is one-to-one and onto, then apply the
Banach Isomorphism Theorem.)

Exercise 2. Let H be a complex Hilbert space and let M be a closed linear subspace of H.
If f ∈M ′, show that there exists a g ∈ H ′ such that

g(x) = f(x), ∀x ∈M, and ‖f‖ = ‖g‖.

(Hint: Apply first The Riesz-Fréchet Theorem to the Hilbert space M and represent ac-
cordingly any element in M ′. Then construct an extension of f ∈ M ′ to the whole space
H ′.)

Exercise 3. Let X be a normed space and P,Q be projections on X. Show that:

(i) If PQ = QP then PQ is a projection.

(ii) We have
QP = P ⇔ ImP ⊆ ImQ.

Exercise 4. Consider H = R2 and the subspace

W = {(0, x2), x2 ∈ R}.

Consider fW : W → R, defined by

f(0, x2) = f(x2) =
√

7x2, x2 ∈ R.

Show that:

(i) fW ∈ W ′ and compute ‖fW‖W ′ .

(ii) Construct an extension f̃ of fW such that f̃ ∈ H ′, f̃(w) = fW (w), for every w ∈ W ,
and ‖f̃‖H′ = ‖fW‖W ′ .
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